
Aufspaltung neuronaler Netze für
energieeffiziente Edge-KI

DIPLOMARBEIT

zur Erlangung des akademischen Grades

Diplom-Ingenieur

im Rahmen des Studiums

Wirtschaftsinformatik

eingereicht von

Daniel May, BSc
Matrikelnummer 11809922

an der Fakultät für Informatik

der Technischen Universität Wien

Betreuung: Univ.Prof.in Mag.a rer.soc.oec. Dr.in rer.soc.oec. Ivona Brandić
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Kurzfassung

Der Einsatz von KI-Modellen auf ressourcenbeschränkten Edge-Geräten wird durch
begrenzte Rechenkapazitäten und hohen Energiebedarf erschwert. Split Computing bietet
eine Lösung, bei der große neuronale Netze aufgeteilt werden und eine partielle Berechnung
sowohl auf Edge- als auch auf Cloud-Geräten ermöglicht wird, wobei ein Gleichgewicht
zwischen Energieeffizienz und Latenzanforderungen angestrebt wird. Die Bestimmung
der optimalen Split-Ebene und Hardwarekonfigurationen ist jedoch nicht trivial. Diese
Komplexität ergibt sich aus dem großen Konfigurationsraum, nichtlinearen Abhängigkei-
ten zwischen Software- und Hardwareparametern, heterogenen Hardwareeigenschaften
und dynamischen Lastbedingungen.

Um diese Herausforderungen zu bewältigen, schlagen wir DynaSplit vor, ein umfassen-
des zweistufiges Hardware-Software-Optimierungsmodell. DynaSplit konfiguriert dyna-
misch sowohl Software-Parameter (d.h. die Split-Ebene) als auch Hardware-Einstellungen
(z.B. Beschleunigernutzung, CPU-Frequenz) zur Leistungsoptimierung. In der Offline
Phase gehen wir das Problem mit einem multikriteriellen Optimierungsansatz an, indem
wir einen meta-heuristischen Algorithmus nutzen, um Pareto-optimale Konfigurationen
zu finden. In der Online-Phase identifiziert ein Scheduling-Algorithmus die am bes-
ten geeigneten Einstellungen für jede eingehende Inferenzanfrage, um einen minimalen
Energieverbrauch zu gewährleisten und gleichzeitig die durch die Quality of Service
(QoS)-Vorgaben der Anwendung definierten Latenzanforderungen zu erfüllen.

Unsere Implementierung von DynaSplit, die an einem realen Prototyp unter Verwen-
dung gängiger vortrainierter KI-Modelle getestet wurde, zeigt erhebliche Energieeinspa-
rungen und Leistungsverbesserungen. Experimentelle Ergebnisse zeigen, dass DynaSplit
den Energieverbrauch im Vergleich zu reinen Cloud-Berechnungen um bis zu 72% redu-
zieren kann und ca. 90% der benutzerspezifischen Latenzanforderungen erfüllt, was eine
deutliche Überlegenheit gegenüber herkömmlichen Baselines darstellt.
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Abstract

The use of artificial intelligence (AI) models on edge devices with limited resources faces
obstacles due to insufficient computational capacity and excessive energy consumption.
Split computing addresses this issue by dividing neural networks (NNs) so that some
computations occur on edge devices and some in the cloud. This approach manages
energy efficiency and latency demands. However, finding the best layer to split and
correct hardware setups is complex. This difficulty is due to a vast array of configurations,
non-linear interactions between software and hardware, diverse hardware features, and
fluctuating workload scenarios.

In response to these hurdles, we introduce DynaSplit, an extensive framework to
optimize hardware and software in two distinct phases. DynaSplit dynamically adjusts
software components, such as the split layer, along with hardware configurations such
as accelerator usage and CPU frequency, to enhance performance. During the Offline
Phase, we tackle the optimization issue employing a multi-objective approach with a
meta-heuristic algorithm to find Pareto-optimal setups. Meanwhile, the Online Phase
employs a scheduling algorithm to select the optimal settings for every incoming inference
task, thereby minimizing energy usage while adhering to the latency thresholds imposed
by the application’s quality of service (QoS) constraints.

By deploying DynaSplit on a real-world prototype with widely-used pre-trained AI
models, we achieved notable energy efficiency while meeting application requirements.
Our experimental data indicate that DynaSplit can reduce energy usage by as much as
72% in contrast to cloud-only solutions and can meet around 90% of user-defined latency
targets, thus greatly exceeding baselines.
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CHAPTER 1
Introduction

This thesis addresses the challenges of deploying resource-intensive deep neural networks
(DNNs) in constrained environments, focusing on energy-efficient, latency-aware solutions
through split computing and hardware-software co-design.

1.1 Context & Motivation
Deep neural networks (DNNs) have revolutionized the field of artificial intelligence (AI),
driving advancements in areas such as image classification, natural language processing,
and autonomous systems [ZMB+21, RN20]. These models are inspired by the human
brain and consist of interconnected layers of artificial neurons designed to identify patterns
and make predictions from data [GBC16]. During the past decade, improvements in
computational power, data availability, and algorithm design have enabled DNNs to
achieve state-of-the-art performance on numerous tasks [YHPC18, AGH20]. Their ability
to process complex data and generate accurate insights has made them indispensable in
modern AI applications.

Despite their remarkable capabilities, DNNs are computationally intensive and require
substantial hardware resources for both training and inference [HTR22, DBMC22]. Al-
though the inference phase, where a trained model is executed to make predictions, is less
demanding than training, it remains resource intensive due to the size and complexity
of modern models [BCCN18]. This is particularly critical because models are typically
trained once but widely deployed, with inference operations occurring repeatedly and
at scale, especially in publicly available AI services. The frequent and widespread use
of inference amplifies its resource demands, leading to significant energy consumption
and contributing to growing concerns about the environmental impact of AI technologies.
Studies show that the carbon footprint of deploying DNNs, particularly in large-scale
cloud infrastructures, can be substantial [SDSE20, SGM19]. These challenges underscore
the need for energy-efficient deployment strategies.
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1. Introduction

Edge applications have become increasingly intelligent, using advanced artificial intelli-
gence algorithms to enable real-time decision making and processing [WHL+20, LMP+21,
LLW19, SSWP21]. This trend, referred to as Edge AI, allows intelligent applications at
the edge. It involves deploying DNNs on edge devices such as smartphones, IoT sensors,
and embedded systems. However, deploying these models on edge devices is challenging
due to their resource-constrained nature, with limited computational power, memory,
and energy budgets [WHL+20, CJLF16, CLM+21]. Unlike centralized cloud data centers,
which offer scalable resources [AFG+10], edge devices must handle inference tasks in
real time while minimizing latency and energy usage. This makes direct deployment of
resource-intensive DNNs on edge devices infeasible for many applications. For example,
autonomous vehicles and real-time healthcare monitoring require ultra-low latency to
ensure timely responses, yet these applications often involve complex models that exceed
the capabilities of edge hardware [PCT+20].

To address the limitation of deploying DNNs on constrained hardware, split comput-
ing has emerged as a promising approach. Split computing involves partitioning a
DNN into segments that are executed across different devices, such as edge and cloud
resources [MLR23, KHG+17]. For example, the initial layers of a network might be
processed on the edge device, capturing and compressing raw data into intermediate
features, while the remaining layers run on the cloud, leveraging its computational power.
By distributing the computation, split computing can balance the trade-offs between
latency, energy consumption, and inference accuracy [LFEF24, ZZL+24, MTIB24].

However, achieving optimal performance in split computing is not straightforward. The
choice of split point, determining which layers run on the edge versus the cloud, has
a significant impact on latency and energy consumption [KHG+17]. This relationship
is highly non-linear and is influenced by factors such as the size of intermediate out-
puts, network bandwidth, and the workload characteristics of edge devices and cloud
devices [EAP21]. Moreover, existing solutions in split computing often fail to incorpo-
rate hardware parameter tuning into their optimization processes. Parameters such as
accelerator usage (TPU, GPU) and dynamic voltage and frequency scaling (DVFS) can
drastically affect energy efficiency and latency [TWWC19, HMS21], but are typically
overlooked in split computing frameworks.

Although some approaches dynamically adapt to runtime variations and QoS requirements,
they often optimize only the software-level configurations, neglecting the potential benefits
of a combined hardware-software co-design. Addressing this gap, this thesis proposes a
comprehensive framework that integrates hardware parameter tuning into split computing
optimization. By jointly considering hardware and software interactions, the framework
aims to provide energy-efficient DNN inference while meeting strict latency and accuracy
requirements.

2



1.2. Research Problem & Objectives

1.2 Research Problem & Objectives

The deployment of DNNs on edge devices is challenging due to their high computational
and energy demands. Edge devices often lack the resources required for efficient inference,
making it difficult to balance performance, energy efficiency, and accuracy.

Split computing offers a potential solution by dividing the computational workload
between edge devices and the cloud. This approach reduces the resource burden on the
edge device while leveraging the computational power of the cloud. However, selecting
the optimal split point is challenging because DNN computations do not scale linearly
across layers, and their performance depends both on the software parameters, such as
the NN architecture, and hardware capabilities, such as processing power and memory.

In addition to split selection, hardware configurations such as CPU frequency, GPU
utilization, and network conditions play a crucial role in determining the energy con-
sumption and latency of inference. The dynamic nature of runtime conditions, combined
with strict QoS requirements like latency deadlines, further complicates the optimization
process.

This work aims to address these challenges by developing an energy-aware framework for
split computing. The objectives are as follows.

• Identify critical parameters that influence the energy consumption and latency of
DNN inference.

• Determine optimal split points to divide computation between edge devices and
the cloud.

• Dynamically configure hardware parameters to meet QoS requirements while en-
suring energy efficiency.

The research questions addressed in this thesis are as follows:

RQ1: What are the appropriate strategies for splitting DNNs used in image classification?

RQ2: How do hardware parameters influence the trade-offs between energy consumption,
accuracy, and latency in DNN inference?

RQ3: How can we jointly optimize model splitting and hardware configurations to meet
energy and latency requirements for DNN inference?

A preliminary version of this work has been published as a preprint [MTIB24], which
forms the basis for this thesis. Building on this previous work, the thesis provides an
expanded background, more detailed analyses, and refined methodologies to address the
stated research questions.

3



1. Introduction

1.3 Methodological Approach

This thesis uses a structured methodology to address the research questions presented,
integrating a systematic review of the literature, a motivational study, the development
of a software artifact and comprehensive evaluations. The approach ensures a consistent
narrative, from understanding the problem space to delivering and validating a solution.

1.3.1 Literature Review: Establishing a Foundation

The first step involves conducting a systematic literature review inspired by the method-
ology of Kitchenham and Charters [KC07]. This review focuses on strategies for splitting
deep neural networks (DNNs) in image classification tasks and their impact on energy
efficiency and latency. Using well-defined search queries across major digital repositories,
such as the ACM Digital Library, IEEE Xplore, and Google Scholar, this review seeks to
identify existing approaches, challenges, and knowledge gaps. Special attention is paid to
techniques that balance trade-offs between energy consumption, latency, and accuracy, as
these are crucial to optimizing DNN inference in resource-constrained edge environments.
The insights gained from this review directly address RQ1 by identifying appropriate
DNN splitting strategies.

1.3.2 Motivational Study: Empirical Insights on Hardware Parameters

Based on the literature review, a motivational study will be conducted to provide empirical
evidence on how various hardware configurations influence energy consumption, latency,
and accuracy during DNN inference. This study bridges the gap between theory and
practical deployment, focusing on:

• Accelerators: Analyzing the performance of GPUs and TPUs under varying work-
loads.

• DVFS: Investigating the effects of adjusting CPU and TPU frequencies on inference
metrics.

• Split Points: Exploring how different neural network splitting configurations affect
energy, latency, and accuracy.

Through controlled experiments [GL87] in the RUCON1 lab at TU Wien, which offers
edge devices and energy measurement tools, and the Grid50002 research cloud testbed, the
study will simulate realistic conditions to identify key parameters that can be optimized
in the DNN inference. These findings address RQ2, laying the groundwork for designing
an optimization strategy by identifying tunable parameters and their trade-offs.

1http://rucon.ec.tuwien.ac.at
2https://www.grid5000.fr/w/Grid5000:Home
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1.4. Outline

1.3.3 Optimization and Artifact Development

The insights from the motivational study will inform the design and implementation
of a software artifact, aligned with the design science research framework of Hevner et
al. [HMPR04]. This artifact will serve as a prototype system to jointly optimize DNN
splitting strategies and hardware configurations. By dynamically selecting the split point
and tuning the hardware parameters, the system aims to meet specific energy and latency
requirements, addressing RQ3.

The artifact leverages multi-objective optimization techniques to balance energy efficiency
with latency constraints, ensuring robust performance across diverse workloads. The
implementation will consider both edge and cloud environments, integrating mechanisms
for adaptability and scalability in real-world scenarios.

1.3.4 Evaluation: Comparison against baselines

To validate the effectiveness of the artifact developed, a detailed evaluation will be carried
out. This includes:

1. Quantitative Analysis: Measuring energy, latency and accuracy as the artifact
dynamically selects split points and hardware settings to meet QoS requirements
for user requests.

2. Baseline Comparisons: Comparing the performance of the artifact against tradi-
tional approaches, such as computation based solely on the cloud or edge, under
identical conditions.

3. Scalability Testing: Simulating high workloads to assess the system’s ability to
maintain performance under increasing demands.

The RUCON lab and the Grid5000 research cloud testbed provide an ideal testing envi-
ronment, ensuring reliable measurements and repeatable experiments. These evaluations
will highlight the advantages of the proposed joint optimization framework over existing
solutions.

This methodical approach forms a coherent workflow: understanding the state-of-the-art,
producing empirical evidence, crafting and applying a customized solution, and rigorously
testing its effectiveness. This process systematically covers research questions, aiming to
improve DNN inference in resource-constrained settings.

1.4 Outline
This thesis is structured to build a clear narrative from the basic concepts to the evaluation
and implications of the proposed framework. It begins by laying the foundation and
systematically progresses toward addressing the research questions.

5



1. Introduction

The discussion begins in Chapter 2, where the essential foundations for this work are
established. The topics include the principles of edge and cloud computing, the basics of
AI and ML, and the challenges faced in deploying models on edge devices. This chapter
also explores existing techniques for overcoming these challenges, concluding with a
detailed introduction to split computing, which serves as the basis for the subsequent
chapters.

Building on this groundwork, Chapter 3 places the thesis within a broader research
context. Reviews prior work on energy-aware split computing, critically evaluating
existing approaches, and identifying their limitations. This analysis highlights the gaps
that this thesis aims to address, setting the stage for our contributions.

With the context established, Chapter 4 formalizes the problem addressed in this thesis.
Key terms are defined, and the precise formulation of the research problem is detailed,
ensuring clarity and a focused direction for the solution.

The core of this thesis is presented in Chapter 5, which introduces the DynaSplit
framework. This chapter outlines the design of the proposed solution, detailing the
optimization strategy employed during the Offline Phase and the dynamic configuration
methods applied in the Online Phase to adapt to user requirements.

To translate the conceptual framework into a practical system, Chapter 6 discusses
the implementation of DynaSplit. It describes the software setup, addressing the
development challenges encountered and the strategies used to overcome them.

The effectiveness of the proposed solution is demonstrated in Chapter 7, which presents
a detailed evaluation of the framework. This chapter includes the experimental setup,
testbed design, and simulation studies. Key performance metrics, such as energy efficiency
and latency, are analyzed and the limitations of the approach are critically assessed to
provide a comprehensive understanding of its strengths and areas of improvement.

Finally, Chapter 8 concludes the thesis by summarizing the main findings and describing
potential future research directions. The chapter emphasizes the broader impact of this
work and its contribution to advancing the field of energy-aware split computing.

This structure ensures a logical progression, connecting foundational insights, theoretical
contributions, and practical implementations to provide a holistic overview that addresses
research questions and highlights the significance of the DynaSplit framework.

6



CHAPTER 2
Background and Preliminaries

This chapter presents a comprehensive summary of essential principles associated with the
DynaSplit framework. It explores Cloud and Edge Computing, presents an introduction
to artificial intelligence (AI) and its use cases, examines the challenges and solutions
of Edge AI, and wraps up by discussing Split Computing as a practical approach for
addressing these challenges.

2.1 Cloud and Edge Computing

Cloud computing refers to the provision of computing resources and applications over the
Internet [AFG+10]. These resources are categorized into three primary service models:

• Infrastructure as a Service (IaaS): Provides computing resources such as servers,
storage, and networks, enabling users to deploy and manage their software, operating
systems, and applications.

• Platform as a Service (PaaS): Offers a platform for developers to build, test,
and deploy applications without managing the underlying hardware and software
infrastructure.

• Software as a Service (SaaS): Delivers software applications over the Internet,
allowing users to access them on-demand without the need for installation or
maintenance.

These service models are often integrated within cloud computing environments, making
their boundaries sometimes indistinct. For simplicity, they are jointly referred to under
the umbrella of “cloud computing.”

7



2. Background and Preliminaries

Cloud services are typically centralized and offered through remote data centers, which
host the hardware and software infrastructure. The development of large-scale, low-cost,
centralized data centers has been a key driver in the rise of cloud computing, enabling
significantly reduced costs and higher efficiency compared to traditional decentralized
IT systems [AFG+10]. Public cloud solutions, accessible to the general public, leverage
economies of scale to further enhance cost-efficiency.

Cloud computing offers several advantages due to its centralized architecture [AFG+10,
BVS13]:

• Scalability: The cloud allows for smooth resource scaling throughout the computing
stack, adapting to workload variations without needing physical infrastructure
investments.

• Cost Efficiency: Cloud computing shifts the IT infrastructure to a pay-as-you-go
model, lowering upfront investments and maintenance costs by letting the cloud
service providers handle the infrastructure.

• On-Demand Access and Flexibility: Users can access cloud resources on-demand,
enabling rapid scaling to meet demand without prior commitments.

• Global Accessibility: Cloud services can be accessed from anywhere and any device
with an internet connection, enhancing collaboration and productivity.

The cloud market is dominated by some vendors such as Amazon Web Services, Microsoft
Azure and Google Cloud, which hold the highest market share in the cloud market,
which globally reported revenue in Q3 2024 of more than $84 billion [SRG24]. This
infrastructure has enabled transformative applications in numerous domains, including
real-time health monitoring systems that support remote diagnostics, large-scale satellite
image processing for environmental and disaster analysis, and powerful data analytics
tools that accelerate scientific research [BVS13]. These advancements highlight the role
of the cloud in driving innovation by making high-performance computing accessible and
adaptable to a wide range of fields.

As cloud computing drives innovation with centralized, high-performance resources,
the demand for local processing has led to the development of edge computing. Edge
computing is a paradigm aimed at performing data processing close to its origin [SCZ+16].
Unlike traditional cloud computing, which depends on centralized data centers, edge
computing allows devices or nodes near the data source (such as sensors, cloudlets, or
gateways) to process data directly. This approach effectively minimizes latency, reduces
bandwidth usage, and improves data privacy, particularly in Internet of Things (IoT)
and mobile computing situations [Sat17].

Edge computing offers several advantages over centralized cloud computing, as described
in [SCZ+16, Sat17]:
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• Reduced Latency: Processing data closer to its source minimizes network delays,
which is essential for time-sensitive applications such as augmented reality (AR)
and autonomous driving.

• Optimized Bandwidth Use: By decreasing the need to send extensive data streams
to the cloud, edge computing conserves bandwidth, especially useful in high-data
scenarios such as video analytics and IoT sensor networks.

• Enhanced Privacy and Security: Local processing allows sensitive data to be filtered
or anonymized before it reaches the cloud, offering better privacy control.

• Reliability and Resilience: With edge devices capable of functioning independently
from the cloud, systems become more robust against network disruptions.

With the advantage of reduced latency, edge computing enables innovative applications in
fields such as autonomous vehicles and real-time video analytics. Localized processing can
also improve energy efficiency, especially for battery-operated IoT devices, by minimizing
data transfer demands [SCZ+16]. Furthermore, collaborative edge networks allow multiple
edge nodes to share resources and insights, enhancing both robustness and scalability in
systems such as smart cities [SCZ+16]. However, challenges remain, including ensuring
data privacy, achieving interoperability between various devices, and managing the limited
resources of distributed edge nodes [Sat17].

After examining cloud and edge computing, it becomes crucial to acknowledge the concept
of the edge-cloud continuum. This idea introduces a range of computational resources that
spans from end-user devices to central cloud data centers. Instead of simply classifying
resources as cloud or edge, this continuum offers various tiers, starting from the device
edge where user devices handle computations, advancing through the gateway edge and
regional data centers, to remote cloud data centers [AZTS18, YLH+18]. Distinctive
features, user proximity, and inherent resource constraints characterize each level within
this spectrum, thereby facilitating more refined and adaptable computing strategies.
In Figure 2.1 we can see an example visualization of this continuum, showcasing the
hierarchical organization. It shows the inner-edge, middle-edge, and outer-edge layers,
highlighting their roles and the typical devices associated with each layer.

The edge-cloud continuum aims to enable more precise trade-offs among performance
objectives such as latency, energy efficiency, and computing power. To illustrate, while
the device edge minimizes latency, its processing capabilities are often constrained.
Conversely, cloud data centers deliver substantial processing strength but experience
increased latency due to their remote location from the user. By utilizing intermediate
tiers, like the gateway edge and regional data centers, tasks can be allocated dynamically
in real time, optimizing for low latency, energy conservation, or heightened processing
capacity as required [YLH+18]. This stratified strategy allows for a wide array of
trade-offs that can be customized to meet the specific needs of each application.
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Figure 2.1: An example of the layered architecture of the edge-cloud continuum as shown
by [CSB19].

This continuum-based approach proves to be particularly advantageous for applications in
real-time Internet of Things (IoT), augmented reality (AR), and connected vehicles. These
scenarios experience varying demands for low latency, energy efficiency, and processing
power. For instance, in AR, data processing that occurs instantly at the Gateway Edge
is crucial for ensuring quick interactions. Meanwhile, analytics that are not immediately
pressing can be performed further along the continuum. This method facilitates the
effective allocation of tasks and enhances the overall user experience [AZTS18, YLH+18].

In summary, cloud and edge computing offer complementary benefits: cloud comput-
ing provides scalable, cost-effective resources but can suffer from high latency, while
edge computing reduces latency by processing data locally, although with limited re-
sources [AFG+10, SCZ+16]. The edge-cloud continuum integrates both approaches,
spanning layers from the device edge to cloud data centers, allowing dynamic trade-offs
between latency, energy, and computational power [AZTS18, YLH+18]. This layered
model supports various applications such as IoT and AR, where efficient and adaptable
computing is essential.

2.2 Artificial Intelligence
The domain of artificial intelligence (AI) aims at the creation of systems capable of
replicating human intelligence in order to undertake tasks such as perception, decision-
making, and problem-solving [RN20]. AI integrates a variety of methodologies, ranging
from traditional rule-based systems to modern innovations in machine learning (ML)
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and deep learning (DL). This enables computers to process intricate and frequently
unstructured data in a manner that seems intelligent to humans. Additionally, AI
encompasses knowledge representation and automated reasoning, which empowers systems
to deduce new insights and make informed decisions utilizing available data [RN20].

The field of machine learning (ML) represents a specialized area within AI, dedicated to
the development of algorithms that can learn from data and make predictions. Unlike
traditional approaches that rely on predefined rules, ML systems adjust and evolve by
identifying patterns within the data, improving their performance as they encounter new
datasets [RN20]. The function of ML is to enable systems to acquire data representations,
which are crucial for activities such as classification and regression [GBC16].

Within ML, deep learning (DL) represents a specialized area that takes advantage of
neural networks with multiple layers, commonly known as deep neural networks, to
analyze and comprehend data. DL models have revolutionized areas such as image
recognition, natural language processing, and speech analysis by efficiently managing
large datasets with minimal need for manual feature engineering [RN20, GBC16]. DL
is characterized as the approach through which a machine learns to conceptualize the
world in hierarchical terms, beginning from unprocessed data and gradually revealing
increasingly abstract features as data flow through various layers of the network [GBC16].

Although the general objective of AI is to realize intelligent behavior, it is ML that acts as
the means to learn from data, while DL employs a neural network strategy with multiple
layers, essential for handling high-dimensional data. This differentiation naturally leads
us to the importance of neural networks, which serve as the basis for DL models.

Neural networks serve as computational models that draw inspiration from the complex
interconnected structure of human brain neurons. A fundamental model in this field was
brought forward by McCulloch and Pitts in 1943, where they conceptualized the neuron
as a “threshold unit”. This neuron, depicted in Figure 2.2a, is designed to receive input
from various sources, with each input xi having a corresponding weight wi associated
with it [MP43]. The neuron computes a weighted sum, denoted as

∑︁N
i=1 wixi. If this

resulting sum exceeds a certain pre-established threshold t, the neuron generates an
output of 1, if not, the output remains 0 [Sch15]. Subsequently, this threshold model
was enhanced by integrating smoother activation functions, such as the sigmoid function.
This integration enables the production of continuous outputs and enables training using
gradient-based methods [Sch15].

Modern neural networks are constructed around this principle by structuring neurons
across several distinct layers, namely: the input layer, hidden layers, and the output layer.
Take, for example, a basic feed-forward network depicted in Figure 2.2b. It possesses
an input layer receiving data, one or more hidden layers that process the data through
connections that are weighted accordingly, and an output layer that yields the final result.
Within each hidden layer, an activation function, such as Rectified Linear Unit (ReLu),
is employed. This function integrates non-linearity into the network, thus allowing it to
recognize and comprehend complex patterns present within the data [RN20].
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(a) McCulloch-Pitts neuron model (b) Feed-forward network

Figure 2.2: Basic neural network concepts [Kro08].

Networks distinguished by their numerous hidden layers are called deep neural networks
(DNNs). They enable intricate data representations and serve as the basis for complex
AI applications. Different variants, including convolutional neural networks (CNNs), are
particularly effective in handling image processing tasks. Recurrent neural networks
(RNNs) are tailored for analyzing sequential data, while transformer architectures have
brought significant advances to natural language processing [Sch15, VSP+17]. These
deep network structures serve as the basis for a range of AI systems, highlighting their
important role in various technological domains.

AI systems have become essential tools in a wide range of applications. In the realm of
classification, DNNs are utilized to categorize various types of data, such as organizing
emails or diagnosing medical images. Object detection, which integrates classification with
the ability to locate objects, is widely used in both autonomous vehicles and surveillance
systems, allowing the real-time identification and tracking of objects [GDDM14]. In the
field of natural language processing, AI models play a crucial role in understanding and
generating human language, thus empowering applications such as machine translation
and sentiment analysis [VSP+17]. In addition, speech recognition systems capitalize on
these networks to convert spoken language into text with high accuracy. Meanwhile,
recommendation systems customize content for users based on their activity, increasing
user engagement on digital platforms [YHC+18]. Together, these diverse applications
highlight the broad applicability and significant influence of AI-driven technologies in
our daily lives.

The extensive use of AI models, particularly DNNs with their complex architectures,
results in substantial energy consumption during both the training and inference stages.
In particular, the training phase is notably energy-intensive as it typically involves
processing large datasets and managing millions of parameters. As an example, recent
research indicates that training a single deep learning model can emit as much CO2
as five cars would over their entire lifetime, highlighting the environmental impact of
modern AI research [SGM19]. Furthermore, Schwartz et al. propose the idea of “Green
AI”, stressing the need to focus on creating energy-efficient AI models and strategies
to reduce environmental issues arising from large-scale training [SDSE20]. The energy
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demands are even more pronounced in large and cutting-edge models, which requires
vast computational resources and infrastructure [SGM19].

The substantial energy requirements related to the training and inference processes in AI
highlight the importance of focusing on efficiency during model design and deployment.
Taking actions to mitigate this energy footprint is vital not only from an environmental
responsibility point of view, but also as AI systems become increasingly widespread. In
summary, tackling these energy issues will become even more critical as AI integrates
into environments such as edge computing, where resource constraints highlight the need
for sustainable AI deployment strategies.

2.3 Edge AI: Opportunities and Deployment Challenges
This section explores the opportunities, challenges, and hardware factors influencing
Edge AI deployment.

2.3.1 Opportunities of Edge AI

Edge AI refers to the integration of AI with edge computing, involving the use of AI
methodologies on edge devices to provide localized intelligence, improve response time,
and maintain data privacy [DPM+22]. This approach facilitates a novel category of
intelligent applications capable of functioning autonomously by performing data analysis
proximate to the data source. Thus, an increasing number of edge applications are
integrating artificial intelligence (AI) features directly into edge devices, improving the
data analysis capabilities at the edge of the network [LMP+21, LLW19, SSWP21]. Edge
AI applications occur in a diverse range of fields, such as autonomous driving, healthcare,
smart manufacturing, and environmental monitoring, where the capacity for real-time data
analysis and prediction is crucial to system functionality and responsiveness [WHL+20,
DZF+20]. In these scenarios, incorporating machine learning (ML) models enables
information to be processed locally on devices, thus minimizing latency and improving
privacy by limiting the need to transfer data to centralized cloud servers.

Implementing AI functionalities at the edge allows faster actions and insights in scenarios
where real-time decisions are paramount [WHL+20]. Moreover, edge AI can decrease
network load, thus reducing the need for bandwidth and cutting down operational
expenses by shifting computational tasks from centralized cloud infrastructures to nearby
edge nodes [DZF+20].

2.3.2 Challenges in Edge AI Deployment

Deploying AI models on the edge presents several difficulties due to typical constraints
of the edge environment. In particular, edge nodes are generally equipped with fewer
computational resources, such as less processing power, insufficient memory, and storage,
compared to cloud servers [WHL+20, CJLF16, CLM+21]. This poses a significant
challenge for AI models, which are increasingly complex and demanding in terms of
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resources, especially deep neural networks (DNNs) that comprise millions of parameters.
As a result, edge AI needs to manage the computational requirements for model inference
while dealing with the resource limitations present at the edge.

Power limitations and potential unreliability, particularly in remote or mobile settings,
add to the resource constraints at the edge [WHL+20]. To maintain reliable operation,
energy-efficient inference methods designed specifically for edge devices must be devel-
oped [CLM+21]. Overcoming these constraints requires optimizing hardware and software
to improve the performance and efficiency of edge AI applications. This optimization is
crucial to the successful deployment of AI at the edge, addressing the inherent resource
limitations of the edge nodes for effective and scalable AI use in real settings [DZF+20].

Furthermore, the workloads on edge devices are dynamic, with users often requesting
varying QoS in terms of latency and quality of inference [ZWZ+23]. This variability re-
quires satisfying diverse service-level agreement (SLA) requirements, further complicating
the optimization process for effective and scalable AI deployment in real-world scenarios.

2.3.3 System-Level Factors Influencing Edge AI Performance

The deployment of AI models on edge devices is shaped by hardware choices and
configurations that affect energy efficiency, latency, and inference accuracy. This section
explores the role of edge AI accelerators, trends in their performance, and hardware
configuration knobs used to optimize resource use.

Edge AI accelerators, such as Google’s Coral Edge TPU, NVIDIA’s Jetson Nano, and
Apple’s Neural Engine, are designed to perform DNN inference efficiently under strict
power budgets. For example, the Jetson Nano achieves up to 472 GOPS at just 5 to 10
watts, making it suitable for low-power applications [LL20, HMS21]. These accelerators
enable real-time tasks like object detection and classification, while reducing reliance on
cloud resources. However, as models grow in size, the minimal improvement in accuracy
comes at a disproportionately higher energy cost [HMS21].

Recent evaluations of DNN inference on edge accelerators reveal that lightweight models,
such as MobileNet and EfficientNet, provide better accuracy per joule than larger
architectures such as ResNet50 and VGG [HMS21]. For example, while ResNet50 achieves
higher accuracy, its energy consumption makes it less suitable for energy-constrained
environments. These findings highlight the need for careful model selection based on
application requirements and hardware capabilities.

Beyond model selection, hardware configuration plays a critical role in optimizing edge AI
performance. Dynamic voltage and frequency scaling (DVFS), a widely used technique to
balance performance and energy efficiency, dynamically adjusts CPU or GPU frequencies
dynamically. Studies show that optimizing GPU frequencies can reduce energy consump-
tion by up to 26.4% during inference [TWWC19]. Higher GPU frequencies generally
improve latency, but diminishing returns at extreme settings and memory bottlenecks
require the finding of an optimal balance [TWWC19, DRL+23].
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On devices like NVIDIA’s Jetson Nano, tuning the CPU and GPU frequencies together
reveals additional energy savings opportunities [DRL+23]. However, these optimizations
must account for workload characteristics, as the most energy-efficient configuration often
depends on the specific DNN and its computational requirements.

These insights into edge accelerators and hardware configurations underscore their
importance in overcoming resource constraints and achieving efficient AI inference. In
the next section, we discuss complementary techniques, such as model compression and
workload distribution, which further address the challenges of deploying AI at the edge.

2.4 Techniques for Addressing Edge AI Deployment
Limitations

To mitigate the challenges of deploying AI models on resource-constrained edge devices,
two primary strategies have been developed: improving on-device computation and
distributing workloads across multiple devices [CR19]. These approaches aim to optimize
the use of available resources while maintaining acceptable performance levels in terms
of accuracy, latency, and energy efficiency.

2.4.1 On-Device Computation

When talking about on-device computation, we focus on enabling edge devices to inde-
pendently perform inference by optimizing AI models to meet the constraints of their
hardware and power environments. This includes the development of more efficient model
designs and the application of model compression techniques [CR19, MBCM22].

Efficient Model Design

The first approach, efficient model design, prioritizes reducing the computational and mem-
ory requirements of AI models without significantly sacrificing their accuracy. A prime
example is the MobileNets family of architectures [HZC+17, SHZ+18, HPA+19, QLD+24],
which use depthwise separable convolutions and inverted residual blocks to dramatically
decrease the number of parameters and floating-point operations (FLOPs). MobileNetV3
further improves efficiency through neural architecture search and lightweight attention
modules [HPA+19]. EfficientNet [TL19, TL21], another widely adopted architecture,
scales models systematically in terms of depth, width, and resolution to achieve an
optimal trade-off between accuracy and efficiency. It also seeks to use hardware-friendly
operation blocks to increase performance.

Other architectures, such as YOLO [RDGF16, RF17, RF18, BWL20] and SqueezeNet [IMA+16],
are tailored for real-time applications. YOLO started to achieve high-speed object detec-
tion by using a single neural network to predict bounding boxes and class probabilities
simultaneously. SqueezeNet, on the other hand, uses a "fire module" structure to minimize
parameters while maintaining similar accuracy to larger models like AlexNet, making
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it ideal for edge inference. These efficient architectures enable edge devices to perform
complex tasks like image recognition and object detection in real-time with limited
resources.

Model Compression

Model compression techniques improve the feasibility of deploying existing DNN models
on edge devices by reducing their size and computational requirements [CR19, MBCM22].
The three most common techniques are:

• Quantization: Quantization reduces the precision of model parameters and opera-
tions from floating-point (e.g., 32-bit) to lower-precision formats such as 8-bit inte-
gers. This not only reduces memory usage, but also enables faster inference by lever-
aging hardware accelerators optimized for integer arithmetic [JKC+18, HMD16].
Quantization-aware training ensures that the model remains robust despite reduced
precision.

• Pruning: Pruning removes unnecessary weights or connections in a neural network,
effectively reducing its size and computational complexity [HMD16]. Structured
pruning, which removes entire neurons or channels, is particularly effective for
edge devices, as it aligns well with the requirements of hardware implementations.
Pruning can be applied iteratively during training to maintain model accuracy.

• Knowledge Distillation: This technique involves training a smaller “student” model
to mimic the output of a larger, more complex “teacher” model [HVD15]. The stu-
dent model learns to replicate the teacher’s behavior through a softened probability
distribution, capturing the generalization abilities of the larger model. Knowledge
distillation is widely used to create compact models that are well-suited for edge
deployments without compromising significantly on accuracy.

These model compression techniques can be applied individually or in combination to
produce highly efficient models that meet the computational and memory constraints
of edge devices. The resulting models are capable of performing inference with mini-
mal energy consumption, enabling sustainable and effective deployment in real-world
applications [HMD16, JKC+18, HVD15].

2.4.2 Workload Distribution

In addition to optimizing on-device computation, workload distribution leverages col-
laborative capabilities of multiple devices to handle computational demands more ef-
fectively [CR19]. This strategy includes federated learning [MBCM22] and split learn-
ing [CLY+24] during the training phase and split computing [CR19] for inference.
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Federated Learning

Federated learning enables edge devices to collaboratively train a global model without
sharing raw data [MMR+17]. Each edge device trains a local model on its private dataset
and sends only the model updates to a central server, where they are aggregated to update
the global model. This decentralized training approach reduces communication overhead
and ensures data privacy, making it particularly suitable for sensitive applications like
healthcare and finance. By keeping data localized, federated learning addresses privacy
concerns while taking advantage of distributed computational resources.

Split Learning

Split learning is a distributed training technique that divides the model into a “head”
executed on the client and a “tail” on the server. During training, the client processes data
through the head, sends intermediate representations to the server for further computation
and backpropagation, and receives gradients to update the local model [CLY+24, SMB22].
This approach reduces communication overhead compared to sending raw data, making it
suitable for privacy-sensitive and resource-constrained environments [LWWW24, CLC22,
MVO+24].

Unlike Federated Learning, where clients train entire models locally and only share
updates with a central server, Split Learning divides the model into two parts. Clients
handle the initial layers and send intermediate activations to a server, which completes
the remaining computation [SMB22, CLC22]. This approach reduces the computational
burden on resource-constrained clients, making it suitable for devices such as IoT systems.
However, unlike parallel training in Federated Learning, Split Learning relies on sequential
communication between clients and the server, which can limit scalability in environments
with many clients.

Split Computing

Split computing, used during inference, allocates AI model execution tasks between edge
devices and also external resources such as cloud servers [MLR23, KHG+17]. There
are various approaches to divide neural networks and place it on different devices.
This is especially useful for large models, optimizing resource use, latency, and energy
consumption, and allowing advanced AI models on edge devices beyond their capacity
limits. The next section explores split computing further, focusing on giving an overview.

2.5 Split Computing
Split computing partitions the execution of DNN models between different devices.
By processing initial layers locally and offloading subsequent layers, split computing
reduces latency, optimizes resource utilization, and enables resource-constrained devices
to run advanced AI models [MLR23]. This approach has been applied to tasks such
as image classification [KHG+17, LOD18, JJLM18], object detection [CB18, CCB20],
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and sentiment analysis [PCMP21], using models such as VGG16 [LLW+18, INY21],
ResNet50 [EEP19, CCB20], and GoogLeNet [JJLM18, LOD18].

Split computing approaches can be categorized into two types:

• Without Architectural Modifications: These methods exploit natural bottlenecks
within model architectures, which are intermediate layers with an output smaller
than the input, to identify split points. The first paper addressing split comput-
ing [KHG+17] concluded that, for certain models, splitting at the input or output
layers minimized latency and energy consumption. This is equivalent to computing
the whole inference locally or remotely. However, these methods heavily depend
on the model architecture, and some recent models such as ResNet [HZRS16]
lack early bottlenecks, which limits their effectiveness. Some studies have also
used this approach to address privacy concerns by offloading only intermediate
representations [JJLM18]. Others, like JointDNN [EAP21], extend this approach
to include generative models and autoencoders for collaborative computation. In
contrast to Neurosurgeon [KHG+17], they conclude that splitting results in optimal
solutions in terms of latency and energy consumption.

• With Bottleneck Injection: These methods introduce artificial bottlenecks and
modify the architecture to facilitate splitting. For example, encoding and decoding
components can compress intermediate representations to reduce communication
overhead [EEP19, MCB+20]. Approaches such as BottleNet [EEP19] and feature
compression strategies [CB18] incorporate lightweight encoders to ensure efficient
data transmission, even for models without natural bottlenecks. These methods
have the disadvantage that they require some form of additional training after
injection of the bottleneck.

Most studies [LLW+18, EAP21, PCMP21, KHG+17, LAB23, BVP+21, ZCX21, ZLL+20]
evaluate various types of cost (e.g. computational load, energy consumption, commu-
nication cost) to partition models at each of their splitting points, while only a few
choose splitting points based on heuristics [CB18, CCB20]. Some approaches make use of
graph-based optimization, which models the DNN as a computational graph to analyze
trade-offs [EAP21]. Emerging approaches, such as reinforcement learning, dynamically
adjust split points based on system conditions [CLY+24]. These methodologies aim to
balance computational load, communication overhead, and task-specific performance.

Although split computing effectively reduces latency and data transfer, many studies
prioritize these metrics over energy consumption, which remains underexplored as a
critical optimization target.

2.5.1 Motivational Scenario for Split Computing

Knowing the background and approaches in split computing, we can now consider a
practical scenario that highlights the relevance of this technique. Figure 2.3 illustrates a
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system in which users employ an edge device application to perform image classification
tasks. This application uses a neural network (NN) and opportunistically engages cloud
resources to perform inference operations.

During execution, the application decides whether to:

• perform inference entirely on the edge node (edge-only),

• fully delegate inference to a cloud node (cloud-only), or

• adopt a hybrid approach by splitting the NN into a head model processed on the
edge and a tail model executed in the cloud.

This hybrid approach leverages the strengths of both edge and cloud computing. Edge-
only inference minimizes latency by avoiding network overhead, but is constrained by the
limited computational capacity of edge devices. Cloud-only inference, on the other hand,
provides access to high computational resources but incurs additional latency due to
data transfer. Split computing strikes a balance by processing some layers of the model
locally and offloading the rest to the cloud, optimizing latency and resource utilization.

Figure 2.3: Motivational scenario for split computing: inference tasks can be executed on
the edge, in the cloud, or through a hybrid approach that splits the computation between
both [MTIB24].

This scenario demonstrates how split computing enables edge devices to perform complex
tasks that would otherwise be infeasible, improving overall system performance. By
balancing computation between edge and cloud, split computing supports the deployment
of advanced AI models in real-world applications while addressing challenges related to
latency, scalability, and resource constraints.

The next chapter reviews existing work on split computing and related approaches,
exploring their methodologies and contributions to this field.
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CHAPTER 3
Related Work

This chapter provides an overview of related work in energy-aware split computing,
focusing on approaches without architectural modifications that align with our goals of
easy deployment. First, we briefly discuss studies employing architectural modifications,
emphasizing their strengths and limitations. Then, we analyze in detail energy-aware split
computing works without architectural changes, highlighting similarities and differences
with our approach. Finally, we summarize the current state of research and position our
contributions.

3.1 Split Computing with Bottleneck Injection

Split computing approaches that introduce architectural modifications often aim to
compress intermediate representations, improve communication efficiency, or tailor models
for deployment in resource-constrained environments. While effective, these methods
require significant retraining of neural networks, which limits their applicability for
pre-trained models in real-world deployment. In the following, we summarize key studies
in this category that are also energy-aware.

The SPINN framework [LVA+20] incorporates progressive inference by adding early exits
to CNNs such as ResNet50 and MobileNetV2, allowing dynamic adjustments to accuracy,
latency and energy based on input complexity. A multiobjective scheduler optimizes split
points and early exit policies in real time. However, the need for extensive retraining to
integrate early exits and optimize a specialized cost function reduces its practicality for
deployment.

DeepCOD [YLL+20] leverages encoder-decoder structures for compressive offloading,
targeting models such as ResNet50 and DeepSpeech. By integrating compressive sensing
and knowledge distillation, it achieves high compression ratios (up to 1000x) with minimal
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accuracy loss. However, this approach requires retraining the encoder-decoder pipeline,
making it less suitable for deployment with pre-trained models.

BottleFit [MCS+22] replaces intermediate DNN layers with encoder-decoder bottlenecks
to compress data for transmission. This method achieves up to 77.1% compression with
a loss of accuracy of less than 0.6%. However, it requires multistage retraining, including
pre-training and fine-tuning of the compressed layers, to maintain accuracy under strong
compression.

SpikeBottleNet [HD24] applies spiking neural networks (SNNs) to split computing by
introducing bottlenecks that transform intermediate representations into sparse spike
events. This results in high compression ratios and significant energy savings, but requires
retraining SNNs and compression modules, making it less applicable for pre-trained
models.

These approaches demonstrate substantial energy improvements but depend on archi-
tectural modifications that require retraining. In contrast, our work focuses on split
computing for pre-trained neural networks, avoiding the need for retraining. The next
section examines studies that share this focus.

3.2 Split Computing without Architectural Modifications
This section reviews energy-aware split computing studies that operate on pre-trained
models without requiring architectural changes. These approaches align closely with
our focus on inference-only deployment scenarios. Table 3.1 summarizes key dimensions
of these studies, including their tasks, datasets, neural network models, and perfor-
mance metrics. We analyze the studies listed in detail, highlighting their methodologies,
contributions, and limitations.

The foundational work of Neurosurgeon [KHG+17] introduced a system that dynamically
partitions DNN computation between mobile devices and the cloud to optimize latency
and energy consumption. It profiles each DNN layer to predict latency and energy under
runtime conditions, such as network bandwidth and server load, and selects split points
accordingly. Neurosurgeon’s key strength lies in its lightweight runtime system, which
minimizes computational overhead. However, its reliance on layer-specific regression
models for performance prediction introduces inaccuracies, as the execution of consecutive
layers does not always follow a linear trend. In contrast, DynaSplit uses application-
specific profiling for greater precision, capturing the actual performance of split points
under the given application configuration. Neurosurgeon also focuses solely on layer
partitioning and does not address hardware-level optimizations, such as tuning CPU or
TPU frequencies, which DynaSplit incorporates to further improve energy and latency
trade-offs.

JointDNN [EAP21] models split computing as a shortest-path optimization problem
in a directed acyclic graph (DAG). The nodes represent DNN layers, and the edges
encode computation and communication costs. Using integer linear programming (ILP),
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JointDNN dynamically determines optimal split points to minimize latency or energy
consumption while adhering to specific constraints, such as battery life or QoS. Unlike
Neurosurgeon, JointDNN extends its applicability to generative models and autoencoders.
However, JointDNN does not include hardware tuning as part of its optimization strategy,
which limits its ability to further enhance efficiency, which contrasts with our work
DynaSplit.

CRIME [PCMP21] focuses on optimizing RNN inference across a collaborative network
of devices. Rather than splitting computations across multiple devices, CRIME assigns
entire inference tasks to a single device, dynamically selecting the optimal device based on
local estimations of execution and transmission times. This decentralized decision-making
allows CRIME to adapt effectively to changing network conditions, workloads, and input
sizes without requiring global coordination. However, CRIME is specialized for RNNs
and does not generalize well to other DNN architectures. In contrast, DynaSplit ’s
profiling and optimization framework supports a wide range of architectures, including
transformers. Furthermore, DynaSplit operates in a fixed edge-cloud setup, whereas
CRIME focuses on distributed device networks, making it less applicable to scenarios
requiring centralized coordination.

Labriji et al. [LMAS23] propose a dynamic resource allocation algorithm for energy-
efficient cooperative inference. This method uses Lyapunov stochastic optimization to
select split points and communication resources based on real-time observations of system
parameters, such as wireless channel conditions and edge server CPU availability. Unlike
DynaSplit, which assumes a fixed edge-cloud pair, Labriji et al. include the selection
of the offloading device as part of their optimization. This broader scope allows them
to address scenarios with multiple offload options, although it makes their approach
less applicable to fixed deployment setups such as DynaSplit ’s. Additionally, their
algorithm does not consider hardware parameter tuning, which limits its ability to explore
energy-latency trade-offs at a finer granularity.

Xiao et al. [XXW+23] employ a reinforcement learning framework to optimize split points
and edge server selection for collaborative inference. Their approach dynamically adjusts
the partitioning of DNNs while simultaneously choosing the most suitable edge server to
balance latency and energy consumption. This dual optimization scope distinguishes Xiao
et al. from DynaSplit, which operates in a fixed edge-cloud setup. Although effective,
the focus on device-level energy consumption excludes cloud energy considerations, which
DynaSplit incorporates for a more holistic optimization. Both studies have in common
that they consider the energy of all devices involved in the split computation.

Yang et al. [YW23] adopt a coalition formation game to optimize user associations and
resource allocation in privacy-sensitive split inference for edge camera networks. Their
framework integrates privacy, energy efficiency, and detection accuracy into a unified
utility function, encouraging overlapping-view cameras to offload tasks to the same
counterpart for enhanced accuracy. Unlike DynaSplit, which focuses on energy and
latency trade-offs, Yang et al. explicitly optimize for privacy and detection accuracy,
making their approach well suited for specialized applications in edge camera networks.
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However, their focus on privacy and overlapping camera views makes their method less
applicable to more general-purpose edge-cloud setups.

Liu et al. [LFEF24] introduce a two-split DNN inference strategy in a three-tier architec-
ture consisting of an edge device, a near-edge accelerator, and the cloud. Their approach
uses Pareto front optimization to balance latency and energy, introducing autoencoders
to compress intermediate feature maps and reduce communication overhead. Although
this method achieves fine-grained trade-offs, the reliance on autoencoder training intro-
duces more overhead during deployment. DynaSplit avoids any training entirely and
focuses on single-split configurations, making it more practical for deployment in simpler
edge-cloud setups.

Zhao et al. [ZSL+24] present a two-timescale optimization framework for UAV-based split
inference. Their approach integrates Tiny Reinforcement Learning for split point selection
and Optimization Programming for resource allocation, targeting energy efficiency and
delay constraints for sequential tasks. Although effective for UAV navigation, the method
of Zhao et al. is highly specialized and lacks generalizability to various edge-cloud setups.
In contrast, DynaSplit provides a more general framework suitable for a wide range of
edge-cloud applications.

Li et al. [LB24] focus on energy-efficient split inference in wireless sensing systems with
multiple users. Their framework integrates deep-reinforcement learning to determine
optimal split points and convex optimization for resource allocation, addressing the unique
challenges of multiuser setups such as indoor crowd counting and action recognition.
Although their approach is effective for this specialized use case, it does not generalize
to broader edge-cloud deployments. DynaSplit, on the other hand, targets a fixed
edge-cloud pair, allowing a wider applicability to generic inference scenarios.

Zhang et al. [ZZL+24] propose DVFO, which integrates dynamic voltage and frequency
scaling (DVFS) with reinforcement learning to optimize energy and latency for edge
devices. Although DynaSplit shares the concept of hardware tuning, DynaSplit
extends this to include also the hardware parameter of cloud devices and additionally
considers cloud energy in optimization, providing a more comprehensive view of energy
consumption.

3.3 Summary

The reviewed studies highlight diverse approaches to energy-aware split computing,
focusing on dynamic partitioning, collaborative resource management, and domain-
specific optimizations. Although these methods effectively address latency, energy,
and accuracy trade-offs, they often lack considerations such as total system energy,
comprehensive hardware tuning, or support for transformer architectures. In addition,
many approaches are tailored to specific applications, limiting their generalizability to
broader edge-cloud setups.
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This work introduces DynaSplit, a framework that addresses these gaps through the
following contributions:

• DynaSplit employs application-specific profiling for accurate performance mea-
surements, overcoming the limitations of prediction-based approaches such as
Neurosurgeon.

• It incorporates hardware parameter tuning for both edge and cloud devices, enabling
finer control over energy-latency trade-offs.

• By assuming a fixed edge-cloud pair, DynaSplit simplifies deployment compared
to methods like Labriji et al. and Xiao et al., which include offloading device
selection as part of the optimization.

• DynaSplit explicitly supports transformer architectures, which addresses a gap
in existing energy-aware split computing studies.

• Unlike most previous work, DynaSplit considers the total energy consumption of
all devices involved in the inference process, extending the scope of optimization
beyond edge-only setups.

By integrating these features into a unified hardware-software co-design framework,
DynaSplit provides a scalable and efficient solution for energy-aware, latency-sensitive
inference across diverse edge-cloud deployments, advancing the state of the art in split
computing.
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Work Task Dataset Models Metrics

Kang et al.
[KHG+17]

Image classification
Speech recognition

NLP
N/A

AlexNet
VGG19

DeepFace
LeNet-5
Kaldi

SENNA

D, E, L

Eshratifar et al.
[EAP21]

Image classification
Speech recognition

N/A

AlexNet
OverFeat

NiN
VGG16

ResNet50

D, E, L

Pagliari et al.
[PCMP21]

Time-series analysis
NLP

SNLI
SQuAD
IMDB

RNNs E, L

Labriji et al.
[LMAS23]

Image classification ImageNet MobileNetV2 E, L

Xiao et al.
[XXW+23]

Object detection ImageNet
AlexNet
VGG19

E*, L

Yang et al.
[YW23]

Object detection Caltech101 VGG19 A, E, P

Liu et al.
[LFEF24]

Image classification
CIFAR-100
ImageNet

VGG16
ResNet50

A, E, L

Zhao et al.
[ZSL+24]

Image classification N/A Custom CNN E, L

Li et al.
[LB24]

Wireless sensing N/A Custom CNN E, L

Zhang et al.
[ZZL+24]

Image classification
Speech recognition

CIFAR-100
ImageNet

EfficientNet-B0
ViT-B16

A, E, L

This work Image classification ImageNet

VGG16
ResNet50

MobileNetV2
ViT-B16

A, E*, L

Table 3.1: Overview of prior work and comparison to this study analogously to [MLR23].
Metrics: A: Model accuracy, D: Transferred data size, E(*): Energy consumption (of all
devices), L: Latency, P: Privacy.
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CHAPTER 4
Definitions and Problem

Formulation

In this chapter, we provide detailed definitions that are essential for the reader’s compre-
hension and proceed to define and elaborate on the associated optimization problem.

4.1 Notation

We utilize the following notation to differentiate between specific moments and durations:

• Points in time are indicated by lowercase letters like t0, tnet1, and tnet2, each
specifying a distinct point during the inference phase.

• Time spans (durations or intervals) use uppercase letters such as Tedge, Tnet, and
Tcloud, representing the length of time allocated for particular tasks.

4.2 Model Partitioning

Consider a neural network (NN) model M , consisting of L layers, which is divided into
two segments: a head segment indicated by Mh, containing the first k layers, and a
tail segment denoted by Mt, consisting of subsequent L− k layers. The segment Mh is
executed on the edge device, while the segment Mt is handled by the cloud server. After
processing the head segment Mh, the edge device transmits the intermediate results to
the cloud server, allowing further processing by the tail segment Mt. The selection of the
split layer k can be adjusted within a range of 0 to L, thus covering a variety of specific
configurations:
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• k = 0: Here, the model is run entirely in the cloud, with the edge device simply
transmitting input data.

• k = L: In this case, the model runs entirely on the edge device, eliminating the
need for data transfer to the cloud.

Changing k, it is possible to dynamically distribute the neural network inference task
between the edge and the cloud. This approach provides crucial adaptability to bal-
ance objectives such as latency, energy consumption, and accuracy, while respecting
model limitations and application QoS requirements. Edge devices typically have lim-
ited computational capacity relative to cloud servers, affecting their ability to handle
many latency-sensitive requests. In contrast, cloud systems offer scalable resources and
predominantly consume energy during active processing, as opposed to data transfer
or idle times. Modern cloud models, particularly serverless computing, facilitate these
on-demand computing services [LZY+22].

4.3 Configuration Space
The latency and energy consumption during inference are significantly impacted by the
choice of split layer and various hardware configurations. Modifying computing unit
frequencies and leveraging accelerators can greatly affect this process. These elements
are all components of a system configuration. Our objective is to identify the optimal
configuration settings for a specified inference task. The configuration space X includes
suitable hardware and software parameters, including the split layer, CPU frequency
adjustments at the edge, the use of edge hardware accelerators, and the deployment of
cloud GPU resources.

4.4 Latency Model
The cumulative inference duration Tinf(x) for a given setup x ∈ X consists of these
separate times:

• Edge Inference Time Tedge(x): Time consumed by executing the initial part
Mh on an edge device.

• Network Transfer Time Tnet(x): Duration required for data transmission
between the edge and the cloud, covering both the delivery of intermediate results
and the reception of final output.

• Cloud Inference Time Tcloud(x): Time spent processing the latter segment Mt

on a cloud platform.

Thus, the total inference duration is expressed as:

Tinf(x) = Tedge(x) + Tnet(x) + Tcloud(x)
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considering these distinct cases:

• For k = 0 (Cloud-Only Inference): Tedge(x) is negligible since the full computation
is managed by the cloud, yet minimal tasks such as data preparation occur on the
edge device.

• For k = L (Edge-Only Inference): Both Tcloud(x) = 0 and Tnet(x) = 0, as every
calculation is completed locally on the edge device, eliminating the need for cloud
data transfer.

The network transfer time Tnet(x) becomes significant only when k < L, indicating the
inference is shared between the edge and the cloud.

4.5 Energy Model
The total energy consumption, denoted as Einf(x), comprises the energy consumed by
both edge and cloud devices. The energy is determined by integrating the power over
specific time intervals. For the edge device, this involves calculating the energy throughout
the inference time frame, starting at t0 and ending at tinf, which is equivalent to the
complete inference period Tinf. In contrast, for the cloud device, the energy is calculated
only during its active processing period, beginning at tnet1 and ending at tnet2, indicating
the initiation and termination of the cloud computation phase. Although we consider
the energy utilization by both edge and cloud devices during their computation periods,
we do not include the energy used by network infrastructure components, such as routers
or switches, during data transmission. This omission is due to the practical challenges of
measuring network energy consumption [SGSB+15] and its relatively insignificant effect.

As a result, the overall energy consumption is represented by:

Einf(x) =
{︄∫︁ tinf

t0
Pedge(t, x) dt if edge-only computation,∫︁ tinf

t0
Pedge(t, x) dt +

∫︁ tnet2
tnet1

Pcloud(t, x) dt otherwise.

where:

• t0 denotes the start of the entire inference procedure, which can involve beginning
the edge inference or organizing data for transfer to the cloud.

• tnet1 represents the moment when the transfer of data from the edge to the cloud ends
and the cloud is set to start processing. This stage is relevant only if computation
is involved in the cloud (that is, k < L).

• tnet2 is the point at which the cloud completes the processing and returns the results
to the edge. Similarly to tnet1, this stage applies only if the cloud computation
occurs (k < L).
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• tinf marks the conclusion of the inference procedure, either when the edge computa-
tion is complete (for edge-only scenarios) or when the edge obtains the results from
the cloud.

Figure 4.1 shows an example of how total energy is computed over time using the notation
introduced above.

Time
t0 tedge-end tnet1 tnet2 tinf

Tedge T 1
net Tcloud T 2

net

∫︁ tinf
t0

Pedge(t, x) dt

∫︁ tnet2
tnet1

Pcloud(t, x) dt

Tinf

Figure 4.1: Energy consumption and time intervals throughout the inference process.
The timeline illustrates edge computation (Tedge), data transfer to the cloud (T 1

net), cloud
computation (Tcloud), and the return transfer to the edge (T 2

net). Edge energy is measured
across the entire duration of inference, whereas cloud energy is only accounted for during
the cloud computation phase.

4.6 Optimization Problem

DynaSplit primarily seeks to minimize latency and energy consumption while simul-
taneously increasing the accuracy of inference through a hardware-software co-design
framework.

This is organized in the form of a multi-objective optimization problem (MOOP) and
can be depicted as follows:

minimizex∈X (Tinf(x), Einf(x),−A(x)) (4.1)

where A(x) denotes the accuracy of inference for a particular configuration x, serving
as a function that maps from the configuration space X to the corresponding accuracy
value.

Finding solutions to the MOOP generates a set called Pareto front. This set comprises
non-dominated configurations, which means that no alternative configuration in the search
space can improve one objective without compromising at least one other [NZES05].
Essentially, the Pareto front highlights the best trade-offs among objectives by offering a
spectrum of configurations that balance these competing criteria. For example, obtaining
lower latency might lead to higher energy consumption, but still deliver superior accuracy.
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A configuration x∗ ∈ X is considered non-dominated if there is no configuration x ∈ X
such that:

fi(x) ≤ fi(x∗) for every i = 1, 2, . . . , m

and
fj(x) < fj(x∗) for at least one j.

Here, fi(x) represents the i-th objective, with m being the total number of objectives.
The set of all these non-dominated configurations constitutes the Pareto front P:

P = {x∗ ∈ X | there is no x ∈ X that dominates x∗}.

In our scenario, the goals are to minimize the total inference latency Tinf(x), minimize
the total energy consumption Einf(x), and maximize the accuracy A(x).
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CHAPTER 5
DynaSplit: Methodology and

Solution Approach

This chapter outlines DynaSplit’s methodology and solution strategy. It starts with
highlighting crucial observations on how hardware and software setups affect system
performance and define the search space for exploration. The parts of the core system
are described, followed by details of DynaSplit’s Offline Phase and Online Phase.

5.1 Preliminary Observations

We analyzed a variety of neural networks in split computing settings by adjusting
various hardware and software configurations to gain deeper insights into the previously
mentioned scenario through empirical data. To facilitate this, we established an edge-
cloud testing environment that included a Raspberry Pi 4B (featuring a quad-core ARMv8
processor and 8 GiB of RAM), supported by a Google Coral TPU serving as an edge
accelerator, alongside a cloud node (featuring dual Intel Xeon E5-2698 v4 CPUs and
512 GiB of RAM) equipped with 8 NVIDIA Tesla V100 GPUs (although only a single
GPU was used for the tests). Using the ImageNet dataset [RDS+15], we evaluated four
pre-trained neural networks. which consisted of ResNet50 [HZRS16] containing 0.85
million parameters, MobileNetV2 [SHZ+18], VGG16 [SZ15] with 138 million parameters
and Vision Transformer (ViT) [DBK+21] housing 86 million parameters. Collectively,
we generated 1,000 inference requests by randomly choosing images from the ImageNet
validation dataset, simulating a user workload. In addition, we collected data on latency,
energy expenditure, and accuracy to enhance our analysis.

Throughout our preliminary experiments, it became evident that split computing is
remarkably advantageous for neural networks possessing a vast number of parameters,
such as VGG16 and Vision Transformer. In contrast, smaller models such as ResNet50
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and MobileNetV2 did not gain any advantage from split computing. These smaller models
perform with greater speed and lower energy usage when using edge-based deployments
only. On the other hand, VGG16 and ViT exhibited significant latency improvements by
using both edge and cloud resources. This outcome underscores the potential of split
computing for larger networks. Our motivation is driven by the intention to examine
runtime configurations that effectively employ the capabilities of both edge and cloud
systems. This approach aims to improve the performance of computation-heavy models
while decreasing the total energy consumption. Given these insights, VGG16 and ViT
have been selected as the networks of interest for our investigation.

In addition, we employ the VGG16 model to thoroughly investigate how different param-
eters influence inference tasks. VGG16 represents a convolutional neural network (CNN)
with up to 22 layers, as detailed in its open-source Keras implementation. We identify
the following possible runtime configurations:

1. Modifying the CPU frequency on the edge node.

2. Choosing the use of a hardware accelerator, such as a TPU, on the edge node or a
GPU on the cloud node.

3. Segmenting the CNN architecture into a dynamic head model and tail model,
enabling the execution of specific layers on the edge node while the remaining layers
run on a cloud node.

In Figure 5.1, Figure 5.2, and Figure 5.3 the influence of particular configuration settings
is illustrated on three different metrics: the mean latency measured in milliseconds, the
mean energy usage quantified in Joules, and the mean accuracy of inference queries.

In Figure 5.1a, we present the results of running exclusively on the edge by adjusting the
CPU frequency of the Raspberry Pi 4B, intentionally excluding the TPU edge accelerator.
Thus, we can investigate the effect of CPU frequency on the inference process. The
data indicates that elevating the CPU frequency results in reduced latency and energy
consumption. Initially, both metrics drop notably, although the rate of decrease slows as
the frequency is further increased. Remarkably, we detected anomalies at the 800 MHz
setting across repeated trials, which deviate from the general pattern.

Figure 5.1b illustrates the impact of the model split layer on both latency and energy
usage. To illustrate, when division occurs at layer 5, the initial five layers are processed
on the edge node, while the subsequent layers are executed on the cloud node. In this
case, the TPU is employed as the edge accelerator, operating at its maximum frequency
of 500 MHz, and the CPU runs at 1,800 MHz. Furthermore, the cloud node uses a
GPU for acceleration. The data show that inference is the fastest when done solely on
the cloud device. Also, we can see that edge computation takes a significantly longer
duration. The split solutions between show non-linear behavior. The energy consumption
follows a pattern similar to the latency. However, finding an optimal split point proves
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to be complex as the relationship between the split point and both latency and energy
consumption is intricate.
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Figure 5.1: This figure illustrates the effects of adjusting CPU frequency and modifying
the split layer on the latency experienced and energy consumed during inference tasks
when utilizing the VGG16 network. Results are derived from averaging data collected
over 1,000 inference operations [MTIB24].

In our analysis of edge acceleration within edge-only configurations, the TPU was either
inactive, running at its standard 250 MHz frequency, or at its maximum 500 MHz
frequency. Figure 5.2a illustrates how these settings affect energy consumption and
latency. While the TPU consumes additional power, it delivers ∼ 3× lower average
energy usage than CPU-based computation, due to accelerated processing and shorter
inference times. Interestingly, there is no substantial discrepancy in performance between
the 250 MHz (std) and 500 MHz (max) TPU settings for this network.

Furthermore, we explored the impact of cloud acceleration with and without GPU in
cloud-only scenarios, as depicted in Figure 5.2b. The results reveal that GPU acceleration
decreases both latency and energy usage in the cloud environment by about a third.

In our last preliminary analysis, we assess how the use of edge acceleration and splitting
layers influences the accuracy of the inference. The accuracy is expected to generally
decline as more model layers are processed on an edge node, due to the necessary
quantization of the model into 8-bit integers to enable operation on edge devices with
limited resources [DLH+20, CMGS20]. Surprisingly, our findings indicate that any
changes in accuracy remain minimal, consistently falling within a sub-percent margin, as
illustrated in Figure 5.3. Although there is a slight reduction in accuracy when the final
layers are executed on the edge, this effect does not distinctly favor either the TPU or
CPU, with the minor discrepancies likely attributed to numerical variations.

We have found that latency and energy consumption during inference tasks are significantly
impacted by a mix of hardware-software parameters, with minimal effect on accuracy,
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Figure 5.2: Influence of utilizing TPU settings, including adjustment of frequency,
alongside GPU settings on both the inference duration and energy consumption for the
VGG16 architecture [MTIB24].
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Figure 5.3: This visualization illustrates how adjusting the split layer and using TPU
resources can influence the accuracy outcomes for the VGG16 architecture [MTIB24].

which leads us to the configuration space depicted in Table 5.1. This underscores the
importance of developing sophisticated runtime configuration and scheduling methods
for neural network-based inference in edge-cloud frameworks. These systems must adhere
to quality of service standards while striving for energy efficiency.

5.2 System Overview

We present DynaSplit, a framework that prioritizes energy efficiency by combining
software parameters (e.g., the neural network split layer) with hardware parameters (such
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Table 5.1: Classification and extent of various hardware and software parame-
ters [MTIB24].

Parameter Parameter Type Domain

CPU Frequency (CPUf ) Numerical
(low: 0.6, high: 1.8, step: 0.2) {0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8}

Edge TPU Frequency (TPUf ) Categorical {off, std, max}

Use Cloud GPU (GPU) Categorical {Yes, No}

VGG16 [SZ15] Split Layer (LV GG) Numerical
(low: 0, high: 22, step: 1) {0, 1, 2, . . . , 22}

Vision Transformer [DBK+21] Split Layer (LV iT ) Numerical
(low: 0, high: 19, step: 1) {0, 1, 2, . . . , 19}

as accelerator use and CPU frequency) in a co-design optimization framework. This
framework aims to efficiently handle and respond to inference requests at the edge nodes.

Using DynaSplit, an in-depth investigation of extensive parameter search spaces is
performed to uncover the optimal execution settings. This facilitates dynamic tuning
of both edge and cloud computing nodes and supports strategic scheduling of inference
tasks.
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DynaSplit Solver

DynaSplit Controller

Figure 5.4: This diagram offers an extensive illustration of the DynaSplit framework,
detailing its structure and components [MTIB24].

In Figure 5.4, a comprehensive outline of the DynaSplit framework is depicted, high-
lighting its two essential components: DynaSplit Solver and DynaSplit Controller .
These integral parts coordinate the separate phases of the framework’s process, identified
as Offline Phase and Online Phase.
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The DynaSplit Solver tackles the multi-objective optimization problem by thoroughly
investigating the hardware-software search domain. Using a metaheuristic approach,
it identifies configurations that are near optimal, which are subsequently used during
execution to determine model partitioning points and allocate tasks to edge and cloud
nodes. This methodology proves beneficial in the navigation of an expansive search
domain, especially when the computational expense of assessing optimization goals is
extremely high [TMI+23].

The DynaSplit Controller is responsible for organizing the schedule of incoming infer-
ence requests, focusing mainly on choosing the most energy-efficient setup identified by
the DynaSplit Solver during the Offline Phase. This setup must meet the required
quality of service requirements. The method for selecting the configuration guarantees
that the specified inference latency limit is adhered to, consuming minimal energy and
maintaining the inference task’s precision.

5.3 Offline Phase

Within the Offline Phase, there are three main activities. Initially, the multi-objective
optimization problem needs to be established by specifying the optimization goals and
identifying the relevant hardware and software characteristics that form the search space.
Subsequently, it is crucial to have pre-trained neural networks ready to handle any possible
combinations of head and tail models. Lastly, the engineer can execute the DynaSplit
Solver , enabling exploration of the search space to uncover the configurations that are
not dominated.

5.3.1 Defining the MOOP

In accordance with section 4.6, DynaSplit aims to optimize three main goals: reducing
energy consumption, decreasing inference latency, and improving inference accuracy.
However, DynaSplit’s scope is not limited to these objectives. The search space X,
made up of both hardware and software parameters, is structured as a collection of
configuration tuples. Specifically, X encompasses four distinct parameters: the CPU
frequency at the edge node (CPUf ), the frequency of the edge hardware accelerator
(TPUf ), the use of a cloud-based GPU, and the neural network split layer (L{network}).
Each parameter domain varies in cardinality, as detailed in Table 5.1. Consequently, the
size of X is calculated as |X| = |CPUf | × |TPUf | × |GPU | × |L{network}| configuration
tuples. For example, for the VGG16 network, the equation yields |X| = 7×3×2×23 = 966.

Initially, the search space X includes every possible combination of parameters. However,
certain parameter configurations are not feasible due to the conditional structure of our
search domain. Specifically, the assignment of a particular value v to the parameter p1
depends on the value w that is assigned to the parameter p2. In detail,

• TPU utilization in exclusively cloud-based inference (k = 0): When computations

38



5.3. Offline Phase

are entirely executed on the cloud node and bypass edge inference, the TPU remains
unused.

• GPU utilization in exclusive edge-based inference (k = L): When computations
occur entirely at the edge node, avoiding cloud processing, GPU is not utilized.

Moreover, every neural network might impose additional restrictions arising from its
architectural and hardware restrictions, prompting the need to specify a search space
for each network individually. Two pre-trained NNs were evaluated in our study, specif-
ically VGG16 [SZ15] and Vision Transformer (ViT) [DBK+21]. The VGG16 model, a
convolutional neural network (CNN), has been extensively applied in the field of image
recognition in the last ten years [ARAD21, KG19, CZ20]. In contrast, ViT represents a
transformer-based neural network, which is rapidly gaining popularity within the research
sector due to its exceptional performance in vision-centric tasks [KNH+22]. With specific
regard to ViT, implementation using edge TPU is omitted in all configurations due to
specific memory restrictions [WZWY22], rendering scenarios with the TPUf parameter
set at 250 or 500 infeasible.

By eliminating VGG16 configurations that are not feasible, we narrow the search space to
a total of 917 viable configurations, effectively omitting 5.07% of the initial search space.
Likewise, for ViT, the number of feasible configurations is refined to 273, thus excluding
2.50%. This strategic reduction in the search space not only significantly reduces the
computational workload required but also maintains the integrity of the solution quality,
thus enabling us to concentrate on the most promising configurations available.

5.3.2 Preparing the Networks

The model partitioning is tailored to suit the unique architecture of each neural network,
ensuring segmentation only occurs where information can flow continuously [MLR23].
As a result, the number of layers available for division varies between networks. For
example, within the VGG16 network, segmentation is feasible after each separate layer,
totaling 22 opportunities for partitioning. In contrast, the ViT network can be divided
at the level of its complete transformer encoder blocks, totaling 19, due to its inherent
structural dependence.

Moreover, it is essential for the network layers to be prepared for deployment on spe-
cialized hardware, such as an edge TPU. Specifically, the head sections of the network
must undergo quantization into 8-bit integers and be compiled exclusively for TPU de-
ployment. This method, termed post-training quantization, can result in minor changes
in accuracy [CMGS20, DLH+20]. We address these potential accuracy fluctuations by
incorporating accuracy as one of the key optimization criteria in our optimization strategy.

For certain networks, size constraints can hinder the ability to perform quantization and
execute them on an edge hardware accelerator, as for ViT [WZWY22]. Therefore, in
such scenarios, the initial segments can be processed using conventional 32-bit floating
point operations on the edge node, relying on computations handled by the CPU.
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5.3.3 Running the DynaSplit Solver

To discover the Pareto front solutions, also known as non-dominated configurations (these
are the configurations that meet the optimization goals to diverse but notable extents),
it is essential to compute the multi-objective function specified in Equation 4.1.

To address the MOOP, DynaSplit utilizes NSGA-III [DJ14, JD14], an efficient and
effective multi-objective optimization algorithm recognized for its effectiveness in a variety
of fields [Fie17, MPCD19, FDHM22]. Specifically tailored for scenarios with multiple
objectives, such as minimizing latency and energy use while maximizing accuracy, non-
dominated Sorting Genetic Algorithm (NSGA)-III enhances its predecessor, NSGA-II,
by incorporating a reference point-based methodology. This advancement ensures a
well-distributed array of solutions throughout the objective space.

The fundamental process of NSGA-III consists of forming a set of candidate solutions
and systematically improving these solutions through iterative evaluations for a variety
of objectives. Unlike algorithms that focus on a single objective, NSGA-III categorizes
solutions into various nondomination levels, where each rank includes solutions that
are not outperformed by any other solution. This method enables the algorithm to
concentrate on preserving the variation within the Pareto-optimal solutions.

The NSGA-III algorithm utilizes a set of predetermined reference points to direct its
search operations, which guarantees a uniform distribution of solutions along the Pareto
front. This characteristic is especially critical in scenarios involving the optimization
of more than two objectives, as it deters the algorithm from concentrating solutions in
limited sections of the objective space. This methodology enables NSGA-III to effectively
manage and balance the compromises between various factors such as energy efficiency,
latency, and accuracy.

To minimize computational demands, we deploy NSGA-III on only 20% of the available
search space, allowing it to still effectively approximate the Pareto front. Concentrating
on this fraction of the search space reduces computational requirements, yet still extracts
a meaningful collection of superior solutions for use during Online Phase. This selective
approach, when combined with the reference point scheme, empowers NSGA-III to
explore an array of diverse, optimal settings that harmonize energy consumption, latency,
and accuracy.

The strength of NSGA-III in comparison to NSGA-II is its capacity to manage problems
involving three or more objectives while maintaining the diversity of the solution space.
This capability is especially important for DynaSplit, which demands simultaneous
optimization of energy, latency, and accuracy across multiple edge-cloud configurations.
The method generates a Pareto front approximation that promotes solution diversity
and provides numerous high-quality trade-offs. Consequently, DynaSplit becomes both
scalable and adaptable to varying workloads and hardware environments.

For every proposed configuration under examination, called a trial, the DynaSplit
Solver adapts the edge-cloud testbed to align with this configuration. This adjustment
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involves loading the head and tail networks and configuring all hardware settings listed
in the search space to match the distinct values of the configuration. Subsequently,
the inference task is performed utilizing samples drawn from the evaluation data set.
Throughout the experiment’s execution, data concerning the objective values, such as
inference latency, energy consumption during inference, and accuracy, are gathered and
archived. Subsequently, these objective values are analyzed by the optimization algorithm
to assess the effectiveness of the solution.

Throughout its process, the DynaSplit Solver archives every objective value that it
assesses. Once the operation concludes, it retrieves the subset of configurations that
are non-dominated from the entire result dataset. According to our empirical study,
investigating only 20% of the search space is adequate to pinpoint effective configurations,
compared to a broader search of approximately 80%. This finding is crucial because
determining how each individual configuration meets the objectives requires collecting a
multitude of empirical data points.

To ensure reliable performance metrics, DynaSplit conducts an average of 1,000 infer-
ences per configuration. This approach accounts for testbed variability and gathers a
sufficient sample size for metrics with a slower sampling rate compared to the individual
inference duration, primarily because of physical constraints like power meters. For
example, evaluating the 917 valid configurations of the VGG16 network requires 917,000
inferences, which requires substantial processing resources and time. This underscores
both the complexity and the computational expense involved in the optimization challenge
addressed by DynaSplit. The ability to efficiently explore the configuration space thus
substantially diminishes both the computational burden and the duration required for
optimization.

5.4 Online Phase

During the Online Phase, the DynaSplit Controller plays a crucial role by handling
the user’s request, which includes both the inference task, like classification of an array
of images, and the desired quality of service (QoS) level, defined by the maximum
acceptable inference latency in milliseconds. The determination of QoS levels can arise
from various sources such as service-level agreements (SLAs), application types (for
example, distinguishing between time-sensitive and non-time-sensitive applications), or
the nature of the mobile network connection being used (for instance, LTE, 4G, or 5G).
Upon receiving the request, the DynaSplit Controller undertakes three vital operations,
which are as follows:

1. Identify a configuration that is not only energy efficient, but also capable of satisfying
the specified QoS requirement.

2. Apply this configuration by adjusting software and hardware settings across both
edge and cloud infrastructures.
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3. Execute the inference by effectively scheduling the requested task to ensure successful
execution.

5.4.1 Selecting Configuration

The DynaSplit Controller leverages non-dominated configurations discovered in the
Offline Phase to choose the optimal setup for a new request. Upon receiving an inference
request, the user must specify a QoS requirement, usually denoting the highest permissible
inference time, or latency. At system initialization, these non-dominated configurations
are sorted and stored in memory based on two criteria:

1. Sorted by energy consumption in ascending order (lower is preferred).

2. Sorted by accuracy in descending order (higher is preferred).

Algorithm 5.1 Procedure for Scheduling and Configuring Requests [MTIB24].
Require: qos, the QoS level expressed as maximum inference latency (ms)
Require: sortedConfigSet, the sorted non-dominated configuration set

1: config ← sortedConfigSet[0]
2: for i← 0, size(sortedConfigSet) do
3: if sortedConfigSet[i].latency ≤ qos then
4: return sortedConfigSet[i]
5: end if
6: if sortedConfigSet[i].latency < config.latency then
7: config ← sortedConfigSet[i]
8: end if
9: end for

10: return config

In Algorithm 5.1, we present the pseudo-code for our configuration selection approach.
The process starts by picking the first configuration in the ordered set (line 1), indicating
the one with the highest energy efficiency due to the sorting. Subsequently, the search
proceeds to identify the most energy-efficient configuration that meets the necessary
QoS threshold; specifically, a configuration whose inference duration does not exceed the
QoS requirement. This configuration is chosen if it is discovered (lines 2 - 4). If not,
DynaSplit advances by seeking the fastest configuration on hand, even if it exceeds the
QoS requirement (lines 6 - 10). This guarantees that the system optimizes performance
and minimizes possible quality of service violations. This strategy allows DynaSplit to
rapidly make decisions, which is vital for applications with low latency demands, such
as autonomous vehicle control and real-time video processing. The algorithm’s runtime
complexity is O(n), with n being the count of non-dominated configurations within the
sorted set. In the scenario with the highest computational demand, the algorithm might
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need to review each configuration individually to find an appropriate match for each
request.

Using the Pareto front derived in the Offline Phase, DynaSplit can efficiently execute
decisions during runtime, providing solutions that are almost optimal in practical en-
vironments. This dual-phase strategy guarantees scalability across various models and
hardware configurations, adapting dynamically to diverse workloads.

5.4.2 Applying Configuration

Adjusting the configuration according to the chosen configuration requires modifications
at both the edge and the cloud node. At the edge node, the DynaSplit Controller
initially modifies the CPU and TPU frequencies to align with the settings chosen. In
particular, when TPUf = off , the edge hardware accelerator is bypassed; the TPU is
fully deactivated to prevent unnecessary power consumption. Additionally, if the head
network has not been utilized before, it is loaded.

If config.Lnetwork ̸= L, which implies that the inference task requires cloud processing,
DynaSplit Controller sends a startup message to the cloud node, specifying which tail
network to load and whether to use the GPU for cloud speedup. With respect to both
edge and cloud nodes, if needed, five preliminary inference runs are conducted.

5.4.3 Executing Inference

At this point, the inference task can be coordinated. Initially, the head network handles
the user’s data, leading to the generation of intermediate output. These outputs are then
transmitted to the cloud node, where the tail network takes over, processes them further,
and returns the finalized results back to the edge node. Ultimately, these inference
outcomes are delivered to the user who made the request, thus concluding the request
cycle.

To conclude, DynaSplit utilizes a strong approach to address the complex issue of
multi-objective optimization. It harnesses NSGA-III for approximating the Pareto front
and identifies the optimal configuration based on user-defined latency needs. This process
guarantees maximum performance and energy efficiency in edge-cloud infrastructures.
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CHAPTER 6
Implementation

DynaSplit has been developed with Python 3.9 running on an edge device, while on
the cloud server, Python 3.11 is utilized for its execution.

In order to realize the process of multiobjective optimization, the DynaSplit Solver , uti-
lizes Optuna [ASY+19], which is an open-source framework capable of efficiently exploring
predefined parameter spaces with capabilities suited to tackle multi-objective optimization
problems (MOOPs). The optimization workflow integrates the NSGAIIISampler1, which
executes the NSGA-III algorithm while applying default parameter settings, along with
Optuna’s results database for effective data management. Furthermore, our empirical
analysis involves the use of the GridSampler2, enabling a near-exhaustive evaluation of
the search space. Optuna’s robust functionality allows us to target reductions in latency,
optimize energy consumption, and achieve high accuracy concurrently, leveraging a con-
figuration space we have previously defined. Through the integration of Optuna’s tools,
we are able to methodically investigate a variety of possible configurations, ensuring that
multiple objectives are simultaneously addressed, thus boosting the overall performance
and efficiency of our edge-cloud prototype.

Communication between edge and cloud nodes utilizes gRPC3 with the type of bidi-
rectional streaming. Initially, we employed synchronous unary-unary calls for this data
exchange. However, this approach fell short of capturing precise power usage data during
the brief phases of partial inference because the power meters’ sampling rates were insuf-
ficient. To counteract this issue, we explored making 1,000 asynchronous unary-unary
calls to mimic single requests while allowing us to complete all head inferences first.
Subsequently, we aim to send 1,000 intermediate results to the cloud before executing all

1https://optuna.readthedocs.io/en/latest/reference/samplers/generated/
optuna.samplers.NSGAIIISampler.html

2https://optuna.readthedocs.io/en/latest/reference/samplers/generated/
optuna.samplers.GridSampler.html

3https://grpc.io/
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tail inferences. This approach would extend the duration of the cumulative head or tail
inferences, enabling the power meters to collect sufficient samples during the respective
inference periods. Unfortunately, this strategy quickly led to memory depletion on the
Raspberry Pi, as it was overwhelmed by the numerous concurrent calls. This limitation
arises from gRPC’s mechanism, which stores full request data for each open request in
memory. To address this shortcoming, we transitioned to bidirectional streaming, which
dispatches metadata just once at the start of the stream instead of with every single
request and is able to free memory during the streaming of data. Although this method
does not perfectly replicate real-world scenarios, it allows us to transmit data efficiently
in a continuous stream, minimizing memory usage by progressively clearing intermediate
outputs. This feature is essential given the resource constraints on the edge node.

Our prototype is compatible with two neural networks that have been pre-trained using the
ImageNet [RDS+15] dataset: VGG16 [SZ15] and the Vision Transformer (ViT) [DBK+21].
VGG16 is executed through the Keras applications available in TensorFlow. In contrast,
ViT is operational via a different Keras-based implementation4.

For executing edge inference via the edge hardware accelerator, in our case the Google
Coral USB accelerator5, the head sections of the VGG16 network are converted to 8 bit
integer format and tailored for the TPU through LiteRT6, previously known as Tensorflow
Lite. This conversion, or quantization, was performed using a representative selection
of 100 random images drawn from the ImageNet validation dataset. After that, the
quantized head models have to be compiled to run on specific hardware7. The entire
process is depicted in Figure 6.1.

Given memory limitations, ViT cannot execute on the edge TPU and must instead utilize
conventional 32-bit floating point operations executed on the CPU. Furthermore, convert-
ing the head partitions of the Vision Transformer network into Tensorflow Lite formats
was essential. Moreover, to maintain a consistent software configuration irrespective of
the given edge processing unit, the non-quantized head networks that are executed on
the edge CPU underwent conversion to Tensorflow Lite as well. When working with ViT,
it was necessary to approximate the iGELU activation function because TensorFlow Lite
does not provide native support for it [RMEZ23].

Inference is conducted on the cloud node within a Docker container configured for GPU
usage, using TensorFlow8, and additional libraries:

• grpcio==1.66.1

• pandas==2.2.2

• psutil==6.0.0
4https://github.com/faustomorales/vit-keras/tree/master/vit_keras
5https://coral.ai/products/accelerator
6https://ai.google.dev/edge/litert
7https://coral.ai/docs/edgetpu/compiler
8tensorflow/tensorflow:2.15.0-gpu
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Figure 6.1: The fundamental procedure for developing a model intended for deployment
on the edge TPU [Goo24].

• nvidia-ml-py==12.560.30

• scikit-learn==1.5.1

The software stack operating on the edge device comprises the following components:

• tensorflow==2.15.0

• grpcio==1.66.1

• tensorflow-datasets==4.9.3

• psutil==6.0.0

In addition, we used a separate Raspberry Pi to operate the DynaSplit Controller .
This auxiliary node used the following stack of software:

• optuna==4.0.0

• scikit-learn==1.5.2

• pymeas==0.2.0

• paramiko==3.4.1

• pandas==2.2.2

• psutil==6.0.0
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CHAPTER 7
Evaluation

We perform an empirical assessment of DynaSplit through a combination of scala-
bility simulations and practical experiments on a real-world edge-cloud setup. In the
following sections, we detail the configuration of the experiments (section 7.1), outline
our experimental methodology (section 7.2), and present the empirical findings of our
practical experiments (section 7.3), where we will also conduct an ablation study to
check the effect of the explored fraction of the search space of the DynaSplit Solver
during the Offline Phase (subsection 7.3.4). Then we will also inspect the results of
the scalability simulation (section 7.4). We finish with an overhead analysis of our
DynaSplit Controller (section 7.5).

7.1 Experimental Setup

A realistic edge-cloud testbed is established using an edge node located within the High
Performance Computing (HPC) research group’s laboratory, combined with a cloud node
that is part of the Grid5000 computing infrastructure1.

In Figure 7.1, the setup utilized for our empirical analysis is displayed; a schematic
representation is shown on the left side, while the actual laboratory setup is illustrated
on the right.

7.1.1 Edge Node

In the HPC laboratory, the edge node operates using a Raspberry Pi 4 Model B Rev 1.4,
featuring Raspberry Pi OS 64-bit, 8 GiB RAM and a quad-core ARMv8 processor. To
minimize energy usage, we deactivate non-essential features such as Wi-Fi, Bluetooth,
and both the power and activity LEDs. Normally, the CPU frequency adapts dynamically

1https://www.grid5000.fr/w/Grid5000:Home
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Figure 7.1: Symbolic and actual depiction of the testbed used in out experi-
ments [MTIB24].

from 600 MHz to 1.5 GHz, with cooling measures activated if the CPU temperature
surpasses 85°C2. However, we configure the CPU to use the userspace frequency
governor, eliminating dynamic adjustments and granting us control to assign specific
frequencies ranging from 0.6 GHz to 1.8 GHz with increments of 0.2 GHz. Using fixed
static frequencies is crucial to addressing our optimization challenge, as it provides a
stable and uniform frequency parameter necessary for the hardware-software codesign
approach. This method allows us to adjust hardware settings in harmony with software
improvements, yielding more beneficial compromises between energy efficiency and
computational performance. Furthermore, the edge node features a Google Coral USB
Accelerator3 with a 4 TOPS int8 tensor processing unit (TPU) coprocessor. When
operated with the libedgetpu1-std package, the TPU’s clock speed is set to 250 MHz,
and it can reach 500 MHz using the libedgetpu1-max package. The USB port is
disabled when the TPU is not needed in a given configuration, avoiding unnecessary
power consumption. We evaluate the active power consumption of the edge node using a

2https://www.raspberrypi.com/documentation/computers/config_txt.html#
monitoring-core-temperature

3https://coral.ai/products/accelerator
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GW Instek GPM-8213 Digital Power Meter4, which offers a sampling rate of 200 ms and
a resolution of 1 mW. We then calculate energy usage through trapezoidal integration5

of the recorded power metrics.

7.1.2 Cloud Node

The cloud node, part of the Grid5000 cluster, is located in Lyon, France, while the edge
node is located in the laboratory of the HPC research group in Vienna. It is equipped
with dual Intel Xeon E5-2698 v4 processors, 512 GiB of RAM, and is equipped with 8
NVIDIA Tesla V100 GPUs. However, in our experiments, we use only one GPU. This
node was chosen because it has a physical Omegawatt wattmeter6 connected to it, that
records power consumption every 20 ms with an accuracy of 0.1 watt. The capability of
directly monitoring power usage at the node level makes this node ideal for our edge-cloud
testbed.

7.1.3 Helper Node

In our experiment, a third node is deployed to manage the execution of the DynaSplit
components, specifically the DynaSplit Solver and the DynaSplit Controller . This
node is configured using a Raspberry Pi 3 Model B+ Rev 1.3, which operates on Raspberry
Pi OS 64-bit and includes 1 GiB of RAM along with a quad-core ARMv8 processor.

7.2 Experimental Plan

We perform two distinct experiments, referred to as the Testbed Experiment and the
Simulation Experiment. Both experiments employ identical evaluation metrics, which are
described in subsection 7.2.2, to assess and contrast DynaSplit against four baselines
methods detailed in subsection 7.2.3.

Specifically, the Testbed Experiment evaluates DynaSplit in a practical setting by using
our edge-cloud testbed to manage a workload comprising 50 user requests per network, as
detailed in subsection 7.2.1. During this experiment, we perform an ablation study on the
effectiveness of only exploring 20% of the search space in the Offline Phase. We do this
by examining DynaSplit’s efficiency when using non-dominated configurations derived
from exploring 20% of the search space via our DynaSplit Solver , against the non-
dominated configurations obtained from a more extensive search covering approximately
80% of the configuration space.

In contrast, the Simulation Experiment is designed to evaluate DynaSplit’s performance
under an increased volume of user requests. Specifically, this involves simulating up to
10,000 user requests using the evaluation metrics derived from previous examinations

4https://www.gwinstek.com/en-global/products/detail/GPM-8213
5https://scikit-learn.org/dev/modules/generated/sklearn.metrics.auc.html
6https://www.grid5000.fr/w/Lyon:Wattmetre
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conducted during the search space exploration and the Testbed Experiment. We ensured
that every configuration incorporated in the simulation went through a minimum of five
evaluations on the testbed. Then these configurations were randomly sampled from the
pool of recorded observations corresponding to the specified configurations.

Furthermore, we perform an evaluation to examine the impact of execution time associated
with the DynaSplit Controller , as detailed in section 7.5.

7.2.1 Workload Generation

We produce a total of 50 requests for the Testbed Experiment and a considerable 10,000
requests for the Simulation Experiments. Each request simulates a user that needs to
perform an image classification inference task involving 1,000 images taken from the
ImageNet [RDS+15] validation dataset.

Table 7.1: Illustration of observed minimum and maximum latency limits for VGG16
and ViT architectures, with their respective configuration [MTIB24].

Min. Latency Max. Latency
Value Configuration Value Configuration

VGG16 90.6 ms

CPU Freq.: 1.2 GHz
TPU: No
GPU: Yes
Split Layer: 0

5,026.8 ms

CPU Freq.: 0.6 GHz
TPU: No
GPU: No
Split Layer: 20

ViT 118.8 ms

CPU Freq.: 1.4 GHz
TPU: No
GPU: Yes
Split Layer: 0

10,287.6 ms

CPU Freq.: 0.6 GHz
TPU: No
GPU: No
Split Layer: 18

To allocate a quality of service (QoS) level to each request, we apply the Weibull
distribution, setting its shape parameter to 1, thus transforming it into an exponential
distribution. This approach effectively models real-world latency patterns [APMW19].
For each neural network, we draw samples from this distribution, subsequently scaling
these samples so that the smallest aligns with the minimum observed latency of the
network and the largest corresponds to the maximum observed latency, as seen in
Table 7.1. Additionally, Figure 7.2 showcases the distribution of latency values generated
for the two networks.

7.2.2 Evaluation Metrics

We perform an assessment of DynaSplit with respect to four key metrics, which include
latency, the level of QoS violations, the energy consumption, and the accuracy of inference
results.
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Figure 7.2: Distribution of requests throughout inference duration, specifically for the
VGG16 and ViT network architectures [MTIB24].

Latency

We assess latency, expressed in milliseconds, employing Python’s time.perf_counter_ns
function. The overall latency is calculated by summing the following components:

• Edge Latency encompasses processes such as image scaling, batch formation, execu-
tion of neural network inference, and decoding of the final output.

• Cloud Latency involves steps such as the deserialization of intermediary outputs,
invoking the tail model, and decoding the final output.

• Network Latency represents the residual duration after deducting the edge and
cloud latencies, specifically attributing to data transmission time.

QoS Violations

We assess QoS violations by counting the number of requests whose latency exceeds the
established quality of service limit and then measure the extent of non-compliance in
terms of milliseconds.

Energy Consumption

We separately monitor energy usage in Joules for both edge and cloud processing. For
consistent measurement, we batch 1,000 inferences per user inquiry. The edge executes
1,000 initial inferences, after which the results are forwarded to the cloud, which then
handles 1,000 concluding inferences. By lengthening the inference period, this approach
ensures trustworthy power measurements, surpassing the constraints posed by the power
meter’s sampling frequency, 200 ms on the edge node and 20 ms on the cloud node.
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Accuracy

The measurement is determined by dividing the number of images accurately categorized
by the complete count of images. It is important to mention that every user request
comprises 1,000 inferences. The metric used to evaluate each request is obtained by
averaging the outcomes across these 1,000 inferences.

7.2.3 Baseline Methods

This study focuses on assessing DynaSplit’s ability to dynamically select configurations
by benchmarking it against four baselines described as follows:

1. Cloud-Only (cloud): In this setup, all inference tasks are executed on the cloud
node using the GPU, with the edge CPU operating at its highest frequency.

2. Edge-Only (edge): Here, all inference tasks are handled by the edge node, employing
the TPU at its maximum frequency, or switching it off if unused (as in ViT
scenarios), while running the edge CPU at its maximum frequency.

3. Fastest (latency): This baseline represents the configuration with the lowest latency,
chosen from among the non-dominated configurations identified during the Offline
Phase.

4. Energy-Saving (energy): This configuration is the most energy efficient, extracted
from the non-dominated configurations found in the Offline Phase.

7.3 Testbed Experiment Results
In Table 7.2, we can see the Pareto front that was obtained during the Offline Phase for
the VGG16 network. We observe that the set of optimal configurations includes all types
of solutions, cloud, split, and edge. We can also see that the difference in energy usage is
high when the cloud node is involved in the computation. The last two configurations are
effectively never chosen during the Online Phase since we scheduled based on expected
latency.

In Table 7.3, the Pareto front for the Vision Transformer network is illustrated. Unlike
in the VGG16 configurations, we do not utilize the edge TPU due to memory constraints.
Consequently, quantized head models are not needed, leading to consistent accuracy
across all configurations. This is why the accuracy metrics are omitted from the table.
Furthermore, unlike VGG16, no edge configuration was identified during the Offline Phase
of the DynaSplit Solver . Here, we can see that the differences in energy consumption
are also more nuanced, which is a result of not having edge-only configurations.

Figure 7.3 illustrates the DynaSplit Controller ’s scheduling choices for each neural
network. The selected configurations are classified according to the split layer into
cloud-only, edge-only, or split execution. In the case of VGG16, the schedule includes 37
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# Objectives Configuration Type
Lat. (ms) Eng. (J) Acc. CPU (MHz) TPU GPU Layer

1 442.42 2.17 0.603 800 std No 22 edge
2 428.54 2.25 0.603 1200 max No 22 edge
3 489.37 60.89 0.607 1400 std No 21 split
4 120.88 61.58 0.609 1600 max Yes 17 split
5 115.18 61.83 0.611 1400 std Yes 15 split
6 112.96 64.15 0.608 1400 std Yes 14 split
7 110.98 64.86 0.608 1600 std Yes 14 split
8 90.59 64.99 0.605 1200 off Yes 0 cloud
9 109.69 65.16 0.609 1200 std Yes 10 split

10 112.01 65.80 0.611 1400 max Yes 15 split

Table 7.2: The Pareto front obtained with the DynaSplit Solver for VGG16, already
sorted according to DynaSplit’s rules.

# Objectives Configuration Type
Lat. (ms) Eng. (J) CPU (MHz) TPU GPU Layer

1 4371.71 81.35 1600 off Yes 16 split
2 3994.43 83.79 1800 off No 17 split
3 3300.06 85.60 1200 off Yes 11 split
4 2059.02 85.85 1800 off Yes 10 split
5 1433.70 87.68 800 off Yes 8 split
6 1111.61 88.10 1800 off Yes 7 split
7 933.59 88.31 1400 off Yes 6 split
8 213.86 89.22 1200 off Yes 4 split
9 187.49 91.32 600 off Yes 3 split

10 145.25 91.43 1400 off Yes 4 split
11 139.06 92.10 1400 off Yes 3 split
12 118.80 93.55 1400 off Yes 0 cloud

Table 7.3: The Pareto front achieved through the DynaSplit Solver for ViT, sorted
following DynaSplit’s criteria.

requests for edge computing, just two for cloud computing, and 11 for split execution.
In contrast, for ViT, just a single request is allocated for cloud execution, while the
remaining 49 requests are scheduled for split execution. Importantly, the absence of
edge computing for ViT stems from the DynaSplit Solver ’s inability to pinpoint any
edge-exclusive setups during the Offline Phase. The frequent reliance of VGG16 on edge
computing is attributed to its compatibility with the edge accelerator, in contrast to ViT.
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Figure 7.3: This image depicts the scheduling choices executed by DynaSplit [MTIB24].
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Figure 7.4: Illustration of latency distributions for the VGG16 and ViT architec-
tures [MTIB24].

7.3.1 Latency & QoS Violations

In Figure 7.4, the latency distributions for 50 requests are evaluated for four static
baselines: cloud, edge, latency, and energy, along with DynaSplit. Within our study’s
violin plots, quartiles are denoted by horizontal lines, and the violin’s form illustrates
the distribution density. Regarding the VGG16 model, the cloud and latency baselines
capture medians of 96 ms and 97 ms, respectively, while the edge and energy baselines
yield medians of 425 ms and 434 ms, respectively. For the ViT model, the cloud and
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latency medians are 117 ms, whereas edge and energy baselines show more pronounced
latencies of 3,926 ms and 4,400 ms, respectively. The DynaSplit method dynamically
adjusts latency, striking a balance predominantly near the edge baseline for VGG16 and
close to 2,000 ms for ViT. Significantly, for the ViT model, DynaSplit offers a nuanced
range of latencies that smoothly transitions between edge and cloud baselines, a contrast
to the more stepwise adjustments as with VGG16.
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Figure 7.5: Illustration depicting the QoS violation patterns exhibited by VGG16 and
ViT models [MTIB24]. The variable n represents the total count of violations.

In Figure 7.5, the QoS violation distributions are depicted. Each violin plot reveals the
degree to which the requests that failed to meet their quality of service deadlines exceeded
the specified time threshold. Both networks exhibit similar patterns. For the cloud and
latency baselines, the QoS levels were violated at most twice with very minor exceedance:
less than 20 milliseconds for VGG16 and less than 27 milliseconds for ViT. In contrast,
the edge and energy baselines showed more significant violations. Approximately 25%
of the requests in VGG16, and as much as 90% in ViT, exceeded their deadlines, the
median exceedance reaching 120 milliseconds for VGG16 and about 3,000 milliseconds
for ViT. The DynaSplit approach produced violations in 4% of requests for VGG16
and 18% for Vision Transformer, with median exceedances of around 10 milliseconds for
VGG16 and 1,000 milliseconds for ViT.

7.3.2 Energy Consumption

In Figure 7.6, energy consumption is depicted. The cloud and latency baselines con-
sistently show higher energy usage compared to other baselines and DynaSplit, with
median values reaching 68 J for VGG16 and exceeding 90 J for Vision Transformer. In

57



7. Evaluation

contrast, for VGG16, both the edge and energy baselines maintain a median energy usage
below 3 J. Regarding ViT, the median energy usage for the edge baseline is 16 J, while
the energy baseline, being a split configuration (i.e., the most energy-efficient among
the non-dominated configurations), records a median of 80 J. This is again due to the
fact that the DynaSplit Solver did not explore any edge configurations during the
Offline Phase. DynaSplit showcases adaptive capabilities, achieving a median energy
consumption for VGG16 that aligns with the edge and energy baselines at under 3 J,
although it can peak at 72 J. In the case of ViT, DynaSplit aligns more closely with
the cloud, energy, and latency baselines, displaying a median energy consumption of 89 J.
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Figure 7.6: Illustration of how energy usage is distributed for the VGG16 and Vision
Transformer (ViT) networks [MTIB24].

7.3.3 Accuracy

We detected very slight differences in accuracy, less than 1%. Configurations utilizing
the cloud, which operate the entire model in 32-bit floating point without employing
quantization, show marginal benefits. Nevertheless, our method achieves strong perfor-
mance, revealing that it maintains comparable accuracy to baseline approaches without
any detrimental effects.

7.3.4 DynaSplit Search vs. ∼ 80% Search

Our DynaSplit method, which investigates 20% of the search space equal to 184 trials,
is evaluated against an exploration of the 81.5% search space, approximated to 80% for
simplicity, which involved 747 trials for the VGG16 network. In Table 7.4, we can see
the Pareto front obtained through the exhaustive exploration of the search space. We

58



7.3. Testbed Experiment Results

observe that there are now more non-dominated configurations (15) compared to our
DynaSplit approach (10). Furthermore, we notice that there are significantly more
edge-only configurations with varying edge parameters.

# Objectives Configuration Type
Lat. (ms) Eng. (J) Acc. CPU (MHz) TPU GPU Layer

1 442.42 2.17 0.603 800 std No 22 edge
2 438.65 2.23 0.603 1000 std No 22 edge
3 431.01 2.24 0.603 1000 max No 22 edge
4 428.54 2.25 0.603 1200 max No 22 edge
5 426.46 2.27 0.603 1400 max No 22 edge
6 424.52 2.32 0.603 1800 max No 22 edge
7 1751.16 7.85 0.604 1800 off No 22 edge
8 127.23 59.61 0.609 800 max Yes 17 split
9 115.66 60.82 0.609 1800 max Yes 18 split

10 115.18 61.83 0.611 1400 std Yes 15 split
11 100.54 62.43 0.609 1600 max Yes 10 split
12 114.55 64.32 0.611 1400 max Yes 15 split
13 108.58 64.51 0.611 1800 max Yes 15 split
14 90.59 64.99 0.605 1200 off Yes 0 cloud
15 100.47 65.13 0.609 1800 max Yes 10 split

Table 7.4: The Pareto front discovered through an exhaustive search for VGG16, sorted
according to DynaSplit’s rules.

The empirical findings reveal that the DynaSplit Controller scheduled the same amount
of requests for computations executed solely in the cloud. For scenarios involving split
computation and computations conducted entirely at the edge, the variations were
minimal, with only one data point differing. The exhaustive version scheduled one
request more for edge-only computation and one less for split computation compared to
our DynaSplit approach.

We conducted a comprehensive analysis to understand the exploration’s influence on
evaluation metrics. As illustrated in Figure 7.7, both methodologies yielded comparable
results, showing no notable discrepancies in terms of latency, quality of service (QoS)
violations or energy usage. Observing the latency more closely (Figure 7.7a), it is evident
that each method manages most requests within the specified time limits. Although
latency readings of around 500 ms appear occasionally in the 20% exploration, which
are absent in the 80% exploration, these are exceptions and have minimal influence on
meeting deadlines. Furthermore, Figure 7.7b indicates that both approaches result in a
very low number of QoS violations (fewer than 3), where violations miss the target by a
maximum of just 20 ms. Insignificant variations are apparent in energy consumption, as
depicted in Figure 7.7c.

In summary, a modest 20% exploration of the search space suffices, as it produces
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Figure 7.7: Comparison of latency, QoS violations, and energy usage for VGG16 between
exploration levels of 20% and 80% [MTIB24].

performance almost equivalent to exploration of 80% of the configuration space, without
any apparent drawbacks.

7.4 Simulation Experiment Results

In Figure 7.8, the allocation of incoming requests by DynaSplit across cloud, split, and
edge computations for the VGG16 and ViT networks is depicted, considering up to 10,000
simulated requests. The proportion of requests directed towards cloud computation
is minimal, with VGG16 at 4% and ViT at 1%, reflecting the results of the Testbed
Experiment. For ViT, there is an absence of requests scheduled solely for edge computation
since the non-dominated configuration set (see Table 7.3) lacks such configurations. In
contrast, VGG16 opts for more split configurations, likely influenced by its more granular
variations of the QoS level, allowing DynaSplit Controller to exploit a broader array
of configurations. Consequently, scheduling decisions are evenly divided between split
and edge configurations, with 4857 and 4695 requests, respectively.

7.4.1 Latency & QoS Violations

In Figure 7.9, the latency distribution in VGG16 (see Figure 7.9a) and Vision Transformer
(see Figure 7.9b) is illustrated. As observed in the Testbed Experiment, the cloud and
latency baselines consistently deliver reduced latencies, with medians of 96− 97 ms for
VGG16 and 117− 118 ms for ViT, relative to the higher figures found in the edge and
energy baselines, which have medians ranging from 425−442 ms for VGG16 to 3926−4400
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Figure 7.8: Illustration of DynaSplit scheduling choices made throughout the Simulation
Experiment concerning both the VGG16 and ViT network architectures [MTIB24].
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Figure 7.9: Depicted here is the latency distribution for both the VGG16 and ViT
network models, as measured within the context of the Simulation Experiment [MTIB24].

ms for ViT. The DynaSplit framework results in a divided latency distribution for
VGG16, spanning cloud and edge latencies, which achieves a median latency of 160 ms,
which is lower than in the Testbed Experiment, attributed to a greater allocation of split
computation requests. For ViT, DynaSplit presents a spread of latency from the edge
to the cloud baselines, showing a concentrated distribution at cloud latencies with a
median latency of 933 ms.
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Figure 7.10: Depicted here are the QoS violation patterns for the VGG16 and ViT
architectures as observed throughout the Simulation Experiment [MTIB24].

As seen in Figure 7.10, both the cloud and latency baselines result in minimal QoS
violations, staying within a 2% threshold for VGG16 and 0.1% for Vision Transformer,
while median exceedances reach a peak of 3 ms for VGG16 and 10 ms for ViT. In contrast,
the edge and energy baselines exhibit substantially higher violation rates, up to 54% for
VGG16 and as much as 96% for ViT, with median exceedances increasing to 202 ms
for VGG16 and 3467 ms for ViT. On the other hand, DynaSplit exhibits about 5%
violations for VGG16 and 14% for Vision Transformer, with median exceedances at 4 ms
for VGG16 and 986 milliseconds for ViT. These findings are in line with the results of
the Testbed Experiment.

7.4.2 Energy Consumption

Referring to Figure 7.11, it is shown that energy consumption is consistently elevated
for the cloud and latency baselines, with median values of 69 J for VGG16 and 91 J for
Vision Transformer. In contrast, the edge and energy baselines demonstrate significantly
lower energy usage for VGG16, marked by a median of 2 J. For ViT, the absence of an
edge configuration found by the DynaSplit Solver during the offline phase results in
the energy baseline showing a higher median of 81 J, as opposed to the edge baseline’s
median of 17 J. When examining the DynaSplit methodology for VGG16, there is a
concentration of data at cloud and edge-comparable energy levels, with a median energy
use of 62 J, greater compared to the Testbed Experiment due to increased scheduling of split
decisions. In the case of ViT, DynaSplit demonstrates cloud-level energy consumption,
reflected by a median of 89 J, consistently indicating lower energy consumption, in

62



7.5. Overhead Analysis

cloud
edge

latency
energy

DynaSplit

Method

0

10

20

30

40

50

60

70

En
er

gy
 (J

)

(a) VGG16

cloud
edge

latency
energy

DynaSplit

Method

20

40

60

80

En
er

gy
 (J

)

(b) ViT

Figure 7.11: Distribution of energy usage for both VGG16 and ViT networks is shown
during the Simulation Experiment [MTIB24].

accordance with results from the Testbed Experiment.

7.4.3 Accuracy

In both the Testbed Experiment and the Simulation Experiment, we found that the differ-
ences in accuracy were minimal, not exceeding 1%. Moreover, DynaSplit demonstrates
performance that is at least on par with edge computation. It sustains an accuracy level
similar to the baseline models without noticeable degradation.

7.5 Overhead Analysis

In our assessment of the run-time overhead associated with the DynaSplit Controller ,
we focused on evaluating latency caused by its operational activities and the impact on
memory consumption. These measurements were gathered during the execution of the
Testbed Experiment.

Upon startup, the DynaSplit Controller executes a one-time loading and sorting of
the non-dominated configuration set. Our measurements show that the median time for
this process is about 4.2 seconds, with memory consumption reaching a peak of 20 MB.
In contrast, when loading the non-dominated configuration set derived from exploring
approximately 80% of the VGG16 search space, the operation consumed 29 seconds and
used 70 MB of memory.
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Figure 7.12: Illustration of the DynaSplit Controller ’s overhead concerning both the
selection and implementation of configurations for the VGG16 and ViT models [MTIB24].

Once the initial setup is complete, the DynaSplit Controller ’s primary responsibility is
to identify the optimal configuration for each incoming request. Figure 7.12a illustrates
that this process can take up to 12 ms. For VGG16, the median duration is under 5 ms,
whereas for Vision Transformer, it is 10 ms. The duration is largely dependent on the
number of non-dominated configurations available, with our examples having 15 for
VGG16 and 12 for ViT (see Table 7.2 and Table 7.3), respectively.

The operation that requires the most time is the implementation of the chosen configura-
tion, illustrated in Figure 7.12b. Typically, this process is completed in under 200 ms.
However, there are occasional deviations, where it can reach 500 ms. Despite these
anomalies, the median duration observed for both networks remains below 150 ms.

We evaluate the impact on inference time by comparing the typical overhead duration
with the typical edge latencies. For the VGG16 model, which has a median edge latency
of 426 ms, choosing the configuration adds an additional 0.96% to the latency, while
implementing the configuration results in a 32.14% increase in latency. In the case
of the Vision Transformer model, with a 3,922 ms median edge latency, selecting the
configuration increases the latency by 0.23%, while applying the configuration causes a
2.95% increase in latency.

The findings indicate that choosing the configuration incurs only a slight additional cost,
whereas implementing the configuration accounts for a significant portion of the total
overhead but remains minor in relation to the entire inference duration.
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7.6 Limitations

Here, we examine the possible limitations of our methodology, emphasizing the specific
conditions that might influence our results in practical applications. These factors provide
context for our findings and indicate directions for future enhancements.

7.6.1 Offline Phase and Configuration Space Changes

Our strategy incorporates an offline optimization stage designed to estimate and achieve
nearly optimal settings for hardware and software configurations. However, if there are
substantial changes to the model or hardware setup, this stage needs to be revisited,
since the current optimizations may no longer suit the altered conditions. For instance,
the inclusion of a new model architecture or the utilization of different hardware elements
necessitates re-executing the optimization process to identify updated solutions. This
reliance on an offline phase can restrict flexibility and might reduce the system’s ability to
quickly adapt to new setups. In ever-changing environments where hardware or software
undergoes frequent updates, the requirement for recurring offline optimization could
potentially introduce added expenses and delays.

7.6.2 Deployment Strategy

Within our experimental framework, we assume a continuously operational cloud server,
with the model pre-loaded and warm-up inference computations pre-computed, to ensure
latency is minimized during inference. However, this set-up might not fully capture
all practical deployment scenarios. In real-world situations, serverless or containerized
cloud services may be employed, which allocate resources only when needed. These
services typically experience cold-start latency and introduce additional warm-up overhead,
consequently affecting both latency and cost. In addition, the ongoing expenses associated
with a continuously operational cloud server may be prohibitive for some applications.
Although our setup is designed to minimize these factors to maintain experimental
uniformity, future research could investigate deployment strategies that are better aligned
with environments where resources vary or costs are a concern.

7.6.3 Model Size and Edge Optimization

The selection of models for our experiments reflects their varying fit for execution on either
edge or cloud platforms, guided by their resource needs. Models with lighter demands,
such as ResNet50 and MobileNetV2, typically perform efficiently on edge devices, offering
quicker inference and lower power use. Hence, in these scenarios, split computing does
not yield notable gains, as the entire computation can be efficiently managed by the edge
device alone. In contrast, larger models such as Vision Transformer are better suited for
cloud-based execution, where the powerful GPU in the cloud can speed up processing,
although with higher energy consumption. Thus, split computing tends to provide greater
benefits for larger models that are more aligned with resource-intensive settings, while
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for smaller, resource-efficient networks, configurations limited to edge execution are often
more advantageous.

7.6.4 Overhead of Configuration Changes and Scheduling

Altering hardware configurations, such as tweaking CPU frequencies or disabling TPUs,
implicates processing overhead. The exact time involved depends on implementation
details, possibly requiring complex changes like OS library adjustments if DVFS is not
directly applicable. Moreover, scheduling involves computational costs due to the necessity
of identifying suitable settings for every request from an available set of non-dominated
configurations. Although this overhead is minor, it can influence system efficacy and
reaction times, especially in contexts with tight latency constraints or high request traffic.
A promising strategy might involve grouping user inquiries according to request type, QoS
requirements, and user characteristics, thereby minimizing frequent configuration shifts
and easing decision-making loads. Alternatively, employing predetermined settings for
distinct request categories might reduce runtime adaptations, thereby boosting efficiency
where rapid reconfiguration presents significant challenges.
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CHAPTER 8
Conclusions and Future Directions

This chapter summarizes the key findings and contributions of this thesis, addresses
research questions, and demonstrates the effectiveness of the DynaSplit framework. It
concludes with future research directions aimed at enhancing the framework’s capabilities
and exploring new applications.

8.1 Conclusion
This study focuses on the issue of implementing machine learning models on edge devices
that have limited resources, specifically aiming to optimize both energy efficiency and
performance. We introduce DynaSplit, a framework that uses split computing and the
co-design of hardware and software, to effectively manage the complexities of determining
appropriate split layers and hardware settings by efficiently exploring vast configuration
spaces. Our methodology employs a dual-phase strategy that incorporates offline opti-
mization followed by online scheduling, validated through experimentation on an actual
testbed deploying pre-trained neural networks. The findings reveal that DynaSplit is
capable of lowering energy usage while maintaining strict latency constraints. In detail,
empirical analysis demonstrates the effectiveness of our proposed method for scheduling
inference requests within edge-cloud systems. Through the use of split computing strate-
gies and the optimization of relevant hardware settings, we can efficiently handle both
latency and energy usage without compromising accuracy. This ensures that quality of
service (QoS) standards are met with negligible runtime overhead. The results reveal
that the DynaSplit approach can achieve a reduction in energy consumption of up to
72% compared to a purely cloud-based processing model, while consistently satisfying
approximately 90% of the predefined latency limitations for requests.

Answering the Research Questions

The research questions addressed in this thesis are as follows:
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RQ1: What are the appropriate strategies for splitting DNNs used in image classification?

RQ2: How do hardware parameters influence the trade-offs between energy consumption,
accuracy, and latency in DNN inference?

RQ3: How can we jointly optimize model splitting and hardware configurations to meet
energy and latency requirements for DNN inference?

RQ1: Appropriate strategies for splitting DNNs. This question is explored in
the literature review (see section 2.4.2, section 2.5, chapter 3). The layer-wise splitting
of DNNs has been identified as an effective strategy for image classification tasks, as
evidenced by previous work such as JointDNN [EAP21], which demonstrated its positive
impact on both energy consumption and latency.

RQ2: Influence of hardware parameters on trade-offs. The preliminary study in
section 5.1 addresses this question. Our findings show that increasing CPU frequency
reduces both latency and energy consumption on edge devices, although with diminishing
returns. The use of TPU and GPU significantly lowers latency and energy consumption,
while edge TPU usage minimally affects accuracy. Additionally, the selection of the split
layer has a non-linear impact on both latency and energy consumption for edge and cloud
devices.

RQ3: Joint optimization of model splitting and hardware configurations.
This question represents the main contribution of this thesis and is addressed by the
DynaSplit framework, described in chapter 5 and evaluated in chapter 7. DynaSplit
employs a dual-phase strategy: an offline phase to explore the configuration space using
multi-objective optimization and an online phase to dynamically schedule inference
requests. This approach enables DynaSplit to balance energy consumption and latency
while adhering to the QoS requirements with negligible runtime overhead.

In summary, this thesis demonstrates that the integration of split computing with
hardware-software co-design offers a powerful solution to deploy DNN models on resource-
constrained edge devices, achieving significant improvements in energy efficiency and
performance.

8.2 Future Directions

Although DynaSplit demonstrates significant potential in optimizing split computing
for edge inference, several avenues for future research emerge from its limitations and
unexplored opportunities. These directions aim to address the constraints of the current
implementation and explore new use cases and enhancements to the framework.
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8.2.1 Dynamic Optimization and Adaptability

Future work could focus on improving DynaSplit’s adaptability to changes in the
underlying configuration space. Dynamic optimization techniques could be explored
to enable real-time reconfiguration without the need for extensive offline computations.
For instance, integrating reinforcement learning or online optimization algorithms could
allow the framework to adapt to changes in hardware, software, or model architectures
dynamically, reducing the dependency on pre-computed configurations.

8.2.2 Scalability and Multi-User Environments

DynaSplit has primarily been evaluated in single-user scenarios. Expanding its appli-
cability to multi-user environments, where multiple users or applications share edge and
cloud resources, presents an exciting challenge. Investigating resource allocation strate-
gies, such as fair scheduling or priority-based scheduling, could ensure consistent QoS
delivery across users while minimizing conflicts in shared environments. This direction
could also include studying the impact of increased request traffic on system performance
and exploring load-balancing techniques for scalability.

8.2.3 Integration with Serverless Architectures

As discussed in the limitations, serverless architectures introduce unique challenges due
to cold start delays and resource allocation overheads. Future research could evaluate
DynaSplit’s efficiency in serverless deployments, incorporating mechanisms to predict
and mitigate cold starts or leveraging warm container pools to maintain low-latency
responses. Additionally, optimizing the framework to align with pay-as-you-go cloud
pricing models could further enhance its cost-effectiveness.

8.2.4 Energy Efficiency in Heterogeneous Edge Networks

Although DynaSplit demonstrates energy savings for individual inference requests,
further research could explore its application in heterogeneous edge networks with
varying hardware capabilities. For example, integrating the framework with energy-aware
routing and workload distribution mechanisms could improve overall system efficiency in
distributed deployments. This line of work could also examine the trade-offs between
energy savings and performance in resource-constrained IoT environments.

8.2.5 Broader Model Applicability and Fine-Grained Splitting

Finally, the current implementation focuses mainly on specific model architectures, such
as VGG16, ResNet50, MobileNetV2, and ViT. Future studies could extend DynaSplit
to support a wider range of models, including those with novel architectures, such as
generative models. Furthermore, fine-grained splitting techniques, where model layers
are partitioned into smaller computational units, could further enhance flexibility and
resource utilization.
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Overview of Generative AI Tools
Used

I declare that AI tools were used only as supplementary aids in this thesis, with my
authorship prevailing. GPT-4o and TeXGPT were used exclusively to check spelling,
grammar and refining sentence structure, with my own written text as input in each
case. No content was purely generated from a prompt and copied without significant
modifications.
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